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A Hearty Welcome to IDIMT 2021!

Fig 1: Kutna Hora, Czech Republic Fig. 2: AIT office, Vienna

The COVID-19-Virus has considerably changed the landscape of scientific conferences and it has
not been overwhelmed yet. The virus has demonstrated the vulnerability and fragility of our high-
tech society with respect to human health and the resulting economic and social situation. At the
same time modern technology has enabled us to find relatively quick responses to medical threats
by testing, vaccinating and overcoming of personal distancing due to electronic communication.

We are happy to be able to hold the 29th conference in a way that is compatible to previous
conferences but that has also been adapted to safety requirements, requiring a hybrid - mixed real
and virtual - conference. We are therefore holding the anchor conference in Kutna Hora, as in the
previous 4 years. Additionally, a virtual mirror conference has been established in Vienna and
several participants will connect from their home offices.

The historic town of Kutnd Hora reminds us of resilience and preservation of old values and
perspectives while the Viennese mirror conference, taking place on the premises of the AIT
Austrian Institute of Technology, a leading research company in digitalization, reminds us of
modern communication technology. The Prague University of Economics and Business bridges
these two worlds and symbolizes the cross-fertilization the between them.

The world-wide challenges posed by the COVID-
19 virus have demonstrated the importance of
interdisciplinary approaches and the need for
management of information — two topics which
have characterized the IDIMT conferences since
their beginning in 19931

G. Chroust, P. Doucek, L. Nedomova:
25 Years of IDIMT: A History of Continuity
and Change

Books on Demand, Norderstedt, Germany, 2017
60 pages, hard-copy 14 €, e-book 4,50 €
ISBN 978-3-74480-9573

The impressive history of the IDIMT conferences
has been separately documented in a hard cover
book plus its e-book version2. IDIMT conferences have always reflected the up-to-date challenges
of interdisciplinary cooperation and information management. Consequently the 2021 conference
explicitly addresses COVID-19, crises and pandemics, and their impact on all aspects of life.

This year we have accepted 54 submitted papers plus 11 keynote papers and 2 invited papers with a
total of more than 110 co-authors. The submissions have been reviewed in a two-step double blind

1 Chroust, G. and Doucek, P., editors (1993). Information Management Workshop 93, Kubova Hut, Czech Republic.
Univ. of Economics, Prague & J. Kepler University Linz, Austria 1993, ISBN 3-902457-06-6

2 G. Chroust, P. Doucek, L. Nedomova: 25 Years of IDIMT: A History of Continuity and Change, Books on Demand,
Norderstedt, Germany, 2017 (hard copy and e-book).



review process in order to judge and to evaluate the acceptability of the papers. The authors have
received extensive comments and were required to improve their papers accordingly by a second
submission. The authors have come from 12 different countries: Austria, Czech Republic, Estonia,
Germany, India, Kazakhstan, Lithuania, Netherlands, Poland, Russia, Slovakia and Ukraine.

The programme will offer two parallel streams for in-person attendance and virtual participation by
off-site participants. We expect approximately 90 participants.

For 2021 we have chosen the following topics:
e Digitalization and Industry 4.0 - Changes in Concepts Caused by COVID-19?
e Innovations and Strategies in a Pandemic Era.
e Digital Transformation in Crisis Management.
e Social Media, Fake News, Myths and Ethics.
e Digital Health - Emergency Support for Victims and First Responders.
e Smart Supply Chain.
e Cyber Security in a Digital World.
e Performance and Sustainability Management and Corporate Social Responsibility.

e Trust in Smart Robotics and Autonomous Systems - Resilient Technology, Economy and
Society.

e COVID-19's Impact on Enterprise Software Development.
e COVID-19's Influence on Learning and Teaching.

The distribution of the papers sheds
some light on the current interests
of our participants.

Loesch, CW. and Chroust G. (ed.):
Technologies Changing Our World

Each session is organized by a - 21 Perspectives 2000 bis 2020

Session Chairperson and
traditionally starts with a keynote,
followed by papers providing
additional points of view. At the end
of each session there is a 20 minute,
often heated, discussion.

Books on Demand, Norderstedt, Germany, 2020
292 pages, hard-copy 20 €, e-book 8 €
ISBN 978-3-751967693

This extensive interdisciplinary exchange of thoughts is one of the unique selling points of the
IDIMT-Conferences. Since 2000 Christian Loesch has always offered an overview of technical,
economic and/or business developments in the global world collected in a special book3. This
year’s title is ‘Mutual Impact of the COVID-Pandemic and ICT’.

IDIMT 2021 would not have been possible without the support of many organizations and persons.
We would like to express our thanks to:

e the Prague University of Economics and Business for the project IGA 409021,

3 C. Loesch and G. Chroust (ed.): Technologies Changing Our World 21 Perspectives 2000 — 2020, Books on Demand,
Norderstedt, Germany, 2020 (hard copy and e-book).



e the Faculty of Informatics and Statistics of the Prague University of Economicsand
Business,

e the Johannes Kepler University Linz, Institute of Telecooperation, and
e the AIT Austrian Institute of Technology for providing room for the mirror conference.
Our further thanks go to:

e Petr Doucek for chairing the Organizing Committee, for arranging the conference location
and the hotels,

e Gerhard Chroust for chairing the Programme Committee,

e Antonin Pavlicek and Lea Nedomova, for organizing the program, the reviews, keeping
contact with all involved speakers, and reminding forgetful authors and session chairs,

e Vaclav Oskrdal for arranging and assembling the accepted papers for the proceedings,
e [ea Nedomova, for her support in performing the necessary administrative tasks,
o all keynote speakers, speakers and contributors of papers,

e all members of the Programme Committee and the Session Chairpersons for soliciting
contributors and creating an interesting and compact program,

e all reviewers providing critical remarks for improving the papers,
e the Trauner Verlag as the publisher of our conference, and

e all other unnamed persons contributing to the success of this conference.

Looking forward to a successful and interesting conference!

Gerhard Chroust July 2021 Petr Doucek



The Nine Locations of IDIMT Conferences 1993 — 2021

Kubova Hut’ 1993, 1994

Zadov 1995 — 2002
Ceské Budgjovice | 2003 — 2007
Jindtichtiv Hradec | 2008 — 2012

Praha 2013
Podébrady 2014 — 2017
Kutnad Hora 2018 — 2020

Kutna Hora, Vienna | 2021
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The 80th anniversary of Univ. Prof. Dipl. Ing. Dr. techn. Gerhard Chroust MS. is certainly a good
occasion to take stock some of the career, personal life, professional and scientific achievements,
having had the privilege to witness.

He started his career at the Technical University in Vienna but doubled his achievement by adding
the Master of Science at the University of Pennsylvania to his Dipl. Ing. degree within a year. In
1965 this was remarkable, showing both the academic qualification as well his international broad-
minded personality.

He had returned to the Technical University of Vienna when IBM asked the Austrian Computing
pioneer Prof. H. Zemanek to establish a Computer Science laboratory in Vienna for IBM. Prof.
Zemanek chose the best of his postgraduate students for this and of course Gerhard Chroust was
one of the few.

Even his full-time work at the laboratory could not exhaust the energies of Gerhard Chroust and he
paralleled his work for the IBM Laboratory with his academic career up to his habilitation. This
was not easy, it took a lot of strength, stamina and will to fulfill simultaneously the requirements of
the IBM Laboratory, his beloved family near Vienna and the Johannes Kepler University in Linz.
He did it with great bravery and outstanding support of his wife Janie.

Just becoming tenured professor at the Johannes Kepler Univ. of Linz for in 1992 he immediately
stretched his hand across the fallen iron curtain. One of his first endeavors was a seminar for Czech
students at the Univ. of Linz already in 1992. The young professor wanted more and found in an
outstanding student named Petr Doucek a congenial partner. This was the birth of IDIMT.

Newly established at the University he built a well-organized institute with a family-like
atmosphere and branched out of academia to government and industry. It would be incomplete not
to mention his intellectual creativity producing nearly around the clock new ideas and endeavors, as
well publications encompassing of a dozen books and hundreds of publications. Implementing all
these activities with a sense of social empathy for the people around him, from colleges to students.

13



These activities did not only result in outside appreciation of his institute but also in numerous
honorable personal recognitions reaching from Secretary General of the International Federation for
System Research to board member of the Austrian Society of Computing to mention some.

Later he broadened his engagement into cultural diversity, systemic aspects and disaster
management, long before Covid 19, complementing his diverse interests and competences reaching
from archaeology to history. He is living the first two letters of IDIMT (InterDisciplinary
Information Management Talks).

For many the 80th birthday is used to look backwards but in the case of the jubilee it is just looking
at a locomotive in full motion with no sign to slow down.

Ad multos annos!

Christian Loesch

14
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MUTUAL IMPACT OF COVID AND ICT

Christian W. Loesch

IBM ret.
CWL001@gmx.net

Abstract

Covid and ICT presents a complex and differentiated perspective, contrasting the mainstream and
presenting a different picture.

The economic scenario displays the impact and how the key players of the ICT scenario fared in
this turbulent environment. Contrary to the general negative picture it displays a complex scenario
of many positive trends and achievements with emphasis and acceleration of developments and
their social acceptance, attaining even extraordinary growth in areas as e.g. the digital health
sector and potential future medical applications.

While the general public focus is concentrating on the threats of Covid, we will also peruse the
evolution of ICT in the shadow of Covid challenge, showing impressive inventiveness in adapting to
the new scenario additional and handling the end of Moore and beyond Moore scenario.

A fertile symbiosis of evolution and revolutionary technologies is emerging on the horizon or
progressing further. Technologies expected in the future as exascale computing, with its bandwidth
and storage challenges are not just future, they are already going to be realized now at
spearheading projects as Argonne, Lawrence Livermore or CERN.

We will survey developments, technologies progressing at accelerated speed in the shadow of
Covid, ranging from quantum computing, photonics, molecular electronics, and spintronics.

Finally we will look at two-dimensional materials, PCM (phase change materials), as well as Al
and neuromorphic computing and collaterally reemerging technologies as UWBG (ultra-wide band
gap) with the potential to push the limits of spatial, temporal energy solutions that may be crucial
in the coming decennium as well as new materials and devices.

This short review should give a glimpse on the plethora of ongoing developments their key
protagonists, collateral phenomena and emerging challenges which may impact the world we are
going to live in.

1. Economic Scenario and Covid

A short survey how some of the key players coped with the scenario.

17



How did they fare
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Expressed in figures of revenue and operating income:
Rev ol
Amazon +34% +6%
Alphabet/Google +13% +22%
Microsoft +14% +37%
Facebook +21% +38%
IBM -5% +8%
Intel +8% +31%

The damaging impact on individuals as well as regional/global economies was evident early on.
But contradictory to doomsday prognosis the IC industry largely intelligently prevaricated the
decline impacting many industries. Global IC sales increased 10% in 2020 fueled by demand for
portable computers and powerful large-screen smartphones, used to access the Internet and cloud
computing when furthermore Covid- crisis investments in data-centers gave IC sales an additional
boost.

Computing has long been the growth engine for the IC industry, but emerging applications in
communication, consumer, automotive, and industrial/medical systems are fueling development of
new complex, high-speed, and/or low-power ICs. Cloud computing, 5G technology, artificial
intelligence, virtual reality, the Internet of Things, autonomous vehicles, robotics, and many other
technologies are rapidly advancing and will change the way consumers live and businesses operate,
Electronic system sales are expected to rise 8%, while the 2021 IC market is forecasted to rise and
set a new all-time high sales level of 441 B$, which would surpass the previous high marks of
2018.

2020 | 2021 | (in B$)
Electronic systems sales | 1650 | 1,780 | 4,8%
IC Market 395 | 441 |8,0%
Semicond. Cap Exp. 109 | 125 15%

IT Industry - some key figures

Optimistic forecast expect even a three-year wave of double-digit growth for the IC industry.
This is based on the 15% surge in semiconductor industry capital spending, expected for this year
as TSMC and Samsung are expanding their 7nm and 5nm manufacturing capacity. TSMC
furthermore expects production of 3nm devices by the end of the year. The recent IBM
announcement of its 2nm technology will be addressed especially later.
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Compared to many other industries, the IT industry expects an enormous market boom in the next
five years until 2025. Additionally supported by the increased demand for software and social
media platforms such as Google Hangouts, WhatsApp, Video, Zoom, and Microsoft Teams a.s.o.

Total Microprocessor Market History and Forecast

120,000 T I CIMarket (SM) BB Units (M) | v 4300
£ 100,000 Q1T 1%
. i o
T 80000+
E 1 - T 40.00
s 60,000 t / + 33.005
z | 1
6 a0000 4 | 1 36.00
5 1 34.00
£ 20000 1 T 32.00
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0 = = 28,00
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1.1. Disguised impacts

Apart from the above mentioned fact and figures, disguised amplifiers for opportunities and

concerns have ascended or intensified:

e Amplifiers:
o Al adoption
o Full acceptance of robots
o Data sharing practices
o Switch to online in ed, gov, commerce, e-learning
o Video conferencing on demand and streaming platforms
o Interest to learn IT and as job requirement
o Cloud bases services
o Big Data and analysis
o ARand VR
e Concerns

o Misuse of data collected
o Growth of organized campaigns
o Dependence on non- EU platforms etc. and material resources
o Lock downs consequences for education, skill growth, inequalities
o Censorship w/o democratic legitimization, freedom of speech
o Saturation of some hardware in large markets (tablets, smartphones, PCs)
o Difference in speeds of recovery

19


https://www.marketdataforecast.com/information-and-communication-technology

2. ICT technologies and spearheading applications

2.1. ICT visions for the digital health sector

Consider the extraordinary time we live in: There has never been a period in history of such rapid
advances in medical knowledge and technology, sinking their roots in the now and becoming a
leading edge user of ICT.

The pandemic gave rise to explosive growth in the digital health sector. Venture funding shot up
66% over 2019, with a record $14.8 billion raised globally in 637 deals. A special effect of the
COVID-19 pandemic was its "demystifying" telemedicine and digital medicine. Many physicians
got a slight taste of the technology for the first time, and not multiplying their administrative
burdens.

Some promising technologies assisting the future of medicine emerge on the horizon.
e New (even brain) computer interfaces bring hope for the paralyzed
e and augment human features, as e.g. prosthetic limbs
e Voice as diagnostic and medical support tool
e Patient empowerment as a consequence of the tech revolution
e Health sensors, portable diagnostics
e Biohackers, (sensors in clothing, tooth or implanted)

e Artificial Intelligence in Decision-Making

e Fading out of human experiments

e DIY Biotechnology e.qg. direct-to-consumer genomics
e Surgical Robots

e Nano robots in our bloodstream

e 3D printing bones by design, organs on demand

e Genetic testing -> Genetic Medicare

e AR and mixed reality based for medical education

After a difficult initial period advanced diagnostics as e.g. IBM’s Watson is expected to exceed the
diagnostic success rate of ordinary mortals, (in the U.S., approximately 1 in 5 diagnoses are
suspected to be wrong or incomplete, and about 1,5 million people are injured by medication errors
each year).

Although some of these advances are already having an impact, most are still at their early stages
and will not reach the market in foreseeable future, but due to advances in Al, the falling cost of
gene sequencing and personalized medicine, they may fast become parts of diagnostics, drug
development and patient care.

A study assessed the potential medical technologies ranked in descending order by the criteria:
e Chances to be realized
e Potential impact and

e Accessibility show
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o Health Sensors & Telehealth
o Direct to customer genetic testing
o Al

o 5G
o Robots
o 3D Printing

o MR
o QC
Brain computer interfaces

3. Technology in the shadow of Covid

Architecture
Two developments accelerated computing to reach a crossroad requiring extraordinary attention.

The first is the many times prognosticated and delayed dooming end of Moore’s Law, i.e. we
cannot longer depend on the doubling in performance and density at the same cost. The second is
the explosive growth of data and the emergence of artificial intelligence (Al). This is ill-suited to
the current von Neumann computing architecture that, while effective for high-precision
calculations, is excessive in energy consumption and wasteful in Al applications. New computing
models and architectures beyond the von Neumann approach are needed. There is need and
opportunity to reshape computing as we know it, making it orders of magnitude more energy
efficient and powerful as today.

This will not be a short term process but rather a symbiotic multistage approach.
Processors

This spring IBM’s 2nm processor prototyping was presented, (it’s a feasibility announcement
which will have to make the long way into consumer devices, as announcing 2nm chips and
building them at scale are different challenges. To put this into perspective (2nm is thinner than a
DNA strand), IBM plans to release its first commercial 7nm processors this year in its Power
Systems servers. Although 2nm processors are probably at least a few years away from coming to
laptops and phones, it's at least good to know which more powerful and efficient technologies are in
the pipeline.
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The potential benefits of the 2 nm chips could include:
e 45 percent higher performance
e 75 percent lower energy use, than today’s most advanced 7 nm chips.
e Quadrupling cell phone battery life
e Drastically speeding up a laptop's functions.
e Contributing to faster object detection and reaction time in autonomous vehicles

e The big jump is in transistor count. IBMs 2nm chip features ~ 333M transistors /mm?
comparing to TSMC’s most advanced ~173 MTr /mm2, or Samsung’s ~ 127 MTr/mm?.

For the technology interested some details. The technological advances behind IBM’s 2nm
technology are new bottom dielectric isolation i.e. reduction in leakage current, extreme ultraviolet
(EUV) lithography enabling front-end to production of variable nanosheet widths from 15nm -
70nm and last but not least, all the critical layers for IBM’s 2nm technology will use single
exposure EUV, with benefit in terms of cycle time and defect reduction a.s.0. The transistor has
three layers of nanosheet, and each sheet has a width of ~40nm and a height of ~5nm. The pitch is
~44nm, and gate length ~12nm.

The 2nm node number does not refer to a specific physical feature on the die. In past decades, a
semiconductor node name related to a given feature of the chip. The current naming convention
refers to “a metric that’s a combination of many parameters, as power, performance and density, to
enabling value and function that you can put on the chip every two and a half years.

Data

All forecasts agree on an explosive growth of data and the associated requirements on storage as
well as on bandwidth. These challenges are not future dreams but already addressed in leading edge
exascale computing facilities pushing the present technologies to and beyond their limits.

The upcoming computing technology is embodied in the world’s exascale machines of laboratories
as Argonne, Lawrence Livermore, Oak Ridge or CERN. It is used by researchers at CERNSs
ATLAS (A Toroidal LHC ApparatuS) and CMS (Compact Muon Solenoid) particle detectors in the
LHC (Large Hadron Collider). These are facilities continually updating with sensing and
measurement capabilities pushing the limits. The demands on data storage and data processing
multiply, representing increases over next years by factors of 20-24 from today, and these data
handling needs will multiply further on. The experiments at CERN result in extreme data volumes,
in spite of being filtered at acquisition to less than 10% (LHC will have a luminosity of 3000 fb—1,
corresponding to ~1012 proton-proton collisions).

As example some ATLAS figures:
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Scaling of storage device capacity has outpaced bandwidth scaling in the past and is likely to do so
in the future. The gap between storage capacity and bandwidth renders efficient utilization of high-
density storage devices challenging. The main limitation for device bandwidth scaling is the high
energy cost of data movement, which has led to the idea of moving computation closer to storage.

3.1. More Moore and Beyond the Horizon

The common believe of Moore’s Law death, is basically driven by the seemingly insurmountable
problem of keeping spiraling energy density and chip temperatures under control. In the absence of
a solution to this ‘root cause’ issue, other solutions are being evaluated how to remove excess heat
generated by racks full of hundreds of thousands of chips, operating in multiple thousands of data
centers on the globe. One such solution to the temperature overload problem can be found in
Microsoft’s deep-sea cloud project, which in 2015 placed a data center in a hermetically sealed,
nitrogen-filled shipping container on the seabed off the coast of Scotland to take advantage of ‘cost
free’ cooling by the cold waters in the North Sea. While the project has demonstrated some
promising results, not least improved component failure rates, but this can also be attributed to the
inert nitrogen environment, clearly moving all datacenters underwater cannot be considered to be a
final solution.

These approaches address the symptom, not the cause.
3.2. Optical/Photonic Computing (“the shot in the arm for Moore’s Law )

A solution may be in the form of a paradigm shift in semiconductor chips to a new way to compute
and connect chips using photonics, in conjunction with electronics. Using photons, instead of
electrons to compute has given birth to ultra-low power, high performance photonic computers that
outperform state of the art conventional devices by a factor of up to 100x at one-tenth of the power.
When integrated with a new generation photonic communication fabric that enables heterogeneous
chip-to-chip communication, rack-scale compute systems become possible. This innovative, yet
proven, new processor and communications capability powered by photons, not electrons, could
propel chip innovation and performance, providing thus the opportunity for innovation and Al
compute performance to get back on track with Moore’s Law.

Photonic computing is set to provide the revival Moore’s Law needs. It has become possible only in
the last few years because of the maturing of the manufacturing for integrated photonics, needed to
make photonic chips for communications. What was done on an optical bench 30 years ago, can be
put on a chip today.
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Lightmatter, an US company, is developing next generation processors that use light rather than
electricity, based on the principle of the Mach-Zehnder inferometer.

An advantage of light-based circuits over their electronic counterparts is also never-before-seen
speed. Leveraging optical physics, the technology developed can run complex operations in parallel
in a single core, using different optical wavelengths for each calculation. Combined with in-
memory computing, IBM's scientists achieved ultra-low latency that is yet to be matched by
electrical circuits. For applications that require very low latency, therefore, the speed of photonic
processing could make a big difference, the speed of photonic-based systems is several orders of
magnitude better than electrical approaches. Experiments were showing the potential of the
technology, the potential realization of an entire convolution processor, which could maybe use as
part of a deep neural network.

It has been argued that Moore’s law does not apply to photonics because of the large differences
between microelectronics and photonic integration technologies. But applying the methodology of
microelectronics to photonics may lead to a dramatic reduction of the costs for R&D and
manufacturing of photonic ICs and a widening of application fields in telecommunications and data
communications, as well as but also for application as in sensors, medical equipment, metrology
and consumer photonics. Thus it will accelerate the development of more advanced integration
technologies that bring us VLSI Photonic ICs to continue the pace of innovation in Al.

Digital Photonics is receiving increasing interest. In particular, digital photonics based on coupled
micro or nanolasers is a promising candidate for integrating large numbers of digital circuits. The
recent breakthrough in plasmonic lasers, which are no larger than modern transistors and can
operate with low switching energies at very high switching speeds, holds the promise that digital
photonic circuits with more than 100,000 lasers operating at THz clock rate will become reality.
Such circuits can avoid a lot of power intensive electro-optic conversions in high speed internet
routers and they may be used in ultrafast digital photonic signal processors.

Spintronics

Spintronic memories are emerging as one of future generation storage technologies to replace hard
disk drives and current solid state memories. Most conventional solid state memories require one or
more transistors or switches per data bit, to a large extent, by the size of a single transistor, the
number of transistors needed per memory cell, and the cell layout and architecture, the target
market of the domain wall-motion.

Compared with conventional MRAM, including spin transfer torque MRAM, the main advantage
of DW-motion MRAM is the separation of the writing and read-out circuits and thus, the larger
margin for the read-out levels.

The racetrack memory is conceptually very different from MRAM.
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3.3. On at Over the Horizon

Questions are being asked about the future as the number of critical compute intensive applications
evolve at a faster rate than chip scaling. This discrepancy in rate and scale threatens the continued
swift development of important and increasingly foundational pillars of innovations like Al. Since
2010 Al compute requirement has grown at 5x the rate of Moore’s Law, doubling approximately
every 3.5 months. Given the growing number of life altering applications built on top of Al engines
finding a solution to this performance scaling mismatch is high on fabless and chip manufacturing
companies priority list. Training a single neural network using today’s most advanced chip
generates emissions equivalent to that of five cars over their entire lifetime.

New logic devices on the horizon are, the tunnel FET, the spin transistor, and the negative
capacitance FET (NCFET). None of these devices has been introduced as commercial products or
introduced within processor chips for evaluation, though the NCFET is being actively investigated
in industrial R&D today. New devices for digital memory are more advanced, with versions of
magnetic RAM (MRAM), resistive RAM (RRAM), ferroelectric RAM (FeERAM), and phase
change memory (PCM) in various stages of commercialization. Synchronously we may be
witnessing the emergence of a second major architecture for computing, driven by the explosive
growth of machine learning algorithms and applications.

The future plethora is rich, with devices operating on electronic, mechanical, magnetic, and
biochemical principles, reaching from current CMOS transistors, bio-molecular machines such as
mitochondria and ribosomes, ionic and memristive devices, spintronics, photonics, superconducting
Josephson junctions, carbon nanotubes, nano/micro-electro-mechanical systems, DNA, and systems
of neurons.

We may anticipate that future computing in non-von Neumann architectures will be in one of two
classes: (1) those that are Turing complete or (2) those that are used as accelerators for specific
computations in conjunction with a von Neumann system.

3.3.1. Neurocomputing — The Renaissance of the Memristor

Memristors, or memory resistors, a low-power and non-volatile technology, are a kind of building
block for electronic circuits that scientists predicted roughly 50 years ago but only created for the
first time a little more than a decade ago. These components, also known as resistive random access
memory (RRAM) devices, are essentially electric switches that remember whether they were
toggled on or off after their power is turned off. As such, they resemble synapses, the links between
neurons in the human brain, whose electrical conductivity strengthens or weakens depending on
how much electrical charge has passed through them in the past. According to new research,
memristors could efficiently tackle Al medical diagnosis problems, a development
that suggests additional applications in other fields, as low-power or network “edge” applications.
A potential application for memristors would be devices capable of learning, adapting and
operating at the far ends of a network (a.k.a. its “edge”), where low-power devices like embedded
systems, smart home gear and 10T nodes sometimes reside. The memristors could even make edge
learning devices a reality.

In theory memristors can act like artificial neurons capable of both computing and storing data. As
such, memristors could potentially greatly reduce the energy and time lost in conventional
computers shuttling data back and forth between processors and memory. The researchers’
memristor arrays achieved a stunning five order of magnitude reduction in energy over
conventional digital CMOS electronics. A challenge in developing applications for memristors is
the randomness. The level of electrical resistance or conductivity seen in memristors depends on a
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handful of atoms linking up two electrodes, making it difficult to control their electrical properties

from the outset.

Picture: CEA-Let

The memristors (the top grey-and-black sandwich structures) in a new array can exploit
randomness to perform machine-learning tasks.

3.3.2. QC (Quantum Computing)

We are witnessing a highly publicized quest for “quantum supremacy” and a plethora of competing
approaches. This invites an update to the QC sessions of previous IDIMTSs.

When Google unveiled its demonstration of quantum computational advantage over classical
computing in late 2019, soon afterwards Chinese researchers reported progress by the second
known demonstration of quantum computational advantage, also called “quantum supremacy”.

The Chinese team has shown a different but no less exciting path forward for quantum computing.
The Chinese research differs from the Google team’s claim in several notably, Google’s 2019
demonstration with the 54-qubit quantum computer completely different architecture based on
superconducting metal loops as Google, IBM, and Intel.

Other companies such as Honeywell and lonQ have been developing alternative quantum
computing architectures based on trapped ions, and in Australia, Silicon Quantum Computing has
been developing quantum computers based on spin-based silicon qubits. It now appears also
possible to achieve computational achievements with lasers and nonlinear crystals.

One of the challenges with all these great demonstration is: it’s not programmable.

EU Commission launched a 10-year quantum flagship in 2018, which, with a €1 billion € budget,
described as one of the most ambitious research initiatives. Since then, individual member states
have started their own quantum programs in parallel.

In spite of the general optimism there are many challenges or roadblocks ahead as for example the
need to build quantum machines that compute without errors. Theories first estimated that to get
there would need machines with tens of millions of qubits on a single cooled-down chip,
corresponding to requirement as to cool down quantum chips the size of football fields. Luckily,
some of the latest results show that it’s possible to reduce the number of qubits needed to
implement error-correcting codes significantly.

But even if we achieve this, we will have to overcome another hurdle: linking quantum processors,
Solutions in this area must unite disparate technologies like superconducting qubits and fiber optics,
while solving outstanding challenges in materials science and quantum communications.
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4. Robotics

Since this subject has been addressed in several previous sessions, just an update with some key
figures. Robot technology has in many ways surpassed the vision since the time when the word
“robot” has been coined a century ago. According to the nonprofit International Federation of
Robotics in 2019 the number of industrial robots reached 373 000 robots and the total employed
worldwide 2.7million. Meanwhile, 173,000 professional service robots were sold and installed in
2019, a number expected to climb to 537,000 units annually by 2023

5. New materials and Structures

5.1. Metasurfaces

The fields of microelectronics and photonics have experienced a remarkable evolution in the last
decades. By using metallic and dielectric nanostructures precisely sculpted into two- and three-
dimensional nano-architectures electrons and photons can now be manipulated, confined, and
processed in ways impossible to achieve with conventional materials and geometries. The
introduction of optical metasurfaces has revolutionized the ways in which electromagnetic waves
can be controlled, and thus, the prospect of planar, lightweight, and ultra-compact optical devices is
becoming a reality. Metasurfaces consist of planar arrays of sub-wavelength structures that locally
modify the electromagnetic properties. They are fabricated as used to manufacture microelectronics
circuits, offering seamless integration with electronic components. Monolithic fabrication of
metasurfaces integrated within electronic circuitry may offer advantages related to data-intensive
applications, advanced sensing, and hardware security. For instance, squeezing light to nanoscale
dimensions can enable dense optical integrated circuits, overcoming fundamental challenges related
to bandwidth and energy dissipation.

The picture below shows three examples as: a) Planar array of subwavelength structures, b)
Bielectric structures using TiO2 resonators and c) Plasmonics antennas.

~

Applied Physics Letters of photonics 3, 021302

5.2. New two-dimensional materials for FETs

The impressive properties of graphene instigates the search for new materials. Swiss scientists
made a computational look at two-dimensional materials, like graphene, to see which will make the
best transistors.
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A team, from ETH Zurich and EPFL (Ecole Polytechnique Fédérale de Lausanne), modelled first-
principles on a supercomputer, combining density functional theory and quantum transport theory
on devices with gate lengths from 5nm to 15nm. Hundred candidates were picked by the EPFL
team in 2018, sifting through 100,000 materials to find 1,825 from which 2-D layers of material
could be obtained. A further selection from 1,800 to 100 was based on which mono-layers of atoms
were most likely to build into Fets. From 100 candidate compounds, 13 show promise, in some
cases more promise than the predicted trend of silicon FinFets. Although all 2-D materials have this
property, not all of them lend themselves to logic applications. Limiting the selection to those
having a large enough band gap between the valence band and conduction band.

While graphene has some amazing physical, optical and mechanical properties, its lack of a natural
bandgap limits its use in electronics.

To understand the potential of the research endeavors better, let’s recall the basic physics of the
band model.
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5.3. Wide and Ultra-Wide Band Gap Semiconductors

Silicon and other common materials have a bandgap in the order of 1 to 1.5 eV, which implies that
such semiconductor devices can be controlled by relatively low voltages. However, they are as well
more readily activated by thermal energy, which interferes with their proper operation. This limits
silicon-based devices to operational temperatures below 100 °C. Wide-bandgap materials typically
have bandgaps on the order of 2 to 4 eV, allowing them to operate at temperatures in the order of
300 °C. Melting temperatures, thermal expansion coefficients, and thermal conductivity are
essential in processing, and these properties are related to the bonding in wide-bandgap materials.
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Even as the WBG semiconductor materials continue to mature, on the horizon are the UWBG
(ultra-wide-bandgap) semiconductor materials. These include AlGaN/AIN, diamond, Ga203 and
others perhaps even not yet discovered, having bandgaps significantly wider than the 3.4 eV of
GaN in the case of AIN as wide as ~6.0 eV. These UWBG materials have the potential for further
far superior performance.

The high breakdown voltage of wide-bandgap semiconductors is a useful property in high-power
applications that require large electric fields. Its robustness and ease of manufacture, silicon carbide
semiconductors are expected to be creating simpler and higher efficiency charging for hybrid and
all-electric vehicles, reducing energy loss, constructing longer-lasting solar and wind energy power
converters, and eliminating bulky grid substation transformers. They have the potential to reinvent
the electricity grid through new materials, devices, and architectures i.e. improve the manner in
which electrical power is generated, transmitted, and consumed. Applications that are driving
innovation in solid-state power conversion and control (i.e., power electronics) reach from
transportation, renewable energy generation, energy storage, grid modernization (solid-state
transformers and DC distribution), to electronic loads. The future electric grid must be adaptive,
resilient, and reliable. A key for this is the substation-scale solid-state transformer, replacing
today’s traditional transformers, but also enable important additional functionality.

It is anticipated that employing UWBG semiconductor materials and devices, along with new
magnetic and dielectric materials coupled through an electro-thermo-mechanical co-design
approach, will allow compact and efficient solid-state transformers that can be integrated into a
“substation in a suitcase”, the key component enabling the next-generation flexible and resilient
electric grid.

6. Communications

Having discussed this subject already in previous IDIMT sessions let us refrain to a short look at on
recent developments in two prevailing technologies: fiber and wireless.

Fiber:

For the first time, an 800 Gigabit per second connection has been made over through a single
optical fiber on a live fiber optic link. Using megahertz frequencies, current DSL technologies can
achieve downstream transmission rates of up to 100 Mb/sec at a range of 500 meters, and more than
1 Gb/sec at shorter distances. (DSL signal quality often decreases over distance because of the
limitations of phone lines; telephone companies can boost voice signals with small amplifiers called
loading coils).The 800G should not be confused with the commonly-known 5G cellular service,
where the “G” refers to the current generation of wireless technology. In fiber optics, the “G”
indicates how many gigabits per second an individual cable can carry. For most long-haul routes
today, 100G is standard.

Wireless:

The picture of satellites in space, with many of them used for wireless and soon using laser
communication, or other purposes demonstrates an explosive development.
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The picture also stress the need to cope with this wild growth and prevent a littering of the satellites
space prevent the obvious upcoming problems.

7. Summary

We tried to peruse the impact of the Covid 19 pandemic on ICT and related areas as well as some
of the correlated effects ranging from the economic management of the crises to the resilience of
the ICT industry to enhancing effect on the acceptance and penetration of IT technology. The vision
on emerging technologies and applications should have assisted to complete our tour d horizon.

Presuing the Covid - ICT scenarion we cover a scenario reaching from
e Economic impact of Covid
e ICT industry and research in the pandemic period
e Emerging ICT technology enhanced applications
e Technology from more Moore to beyond Moore and over the horizon as
e (Photonics, Spintronics, new materials and metasurfaces)
e Colleteral developments as UWBG and
¢ New paradigms of computations Neuorocomputing / Memristor/Quantum

We addressed the requirement for response by administration and politics to the challenges in areas
as “Tech-Giant’s monopolies”, data protection, censorship and freedom of speech and ICT in space
additionally to the challenges ICT existing before the COVID-19 crisis.
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There has never been a period in history of such rapid advances in technological knowledge and
thus resulting into a faszinating multifaceted scenario of the world we are going to live in.
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Abstract

The application of the Industry 4.0 concept in manufacturing companies as well as the gradual
digitization of entire society come with new requirements both for the qualification of workers in
the ICT sector and for the ICT knowledge and skills of others working in economies. In our article,
we focused on trends in the informatization of society as well as on anticipated security threats. We
used Eurostat databases as our data source and we analyzed the time series from 2009-2018. The
data covered the V4 countries, along with Austria, Germany and Slovenia. The analysis was
performed in the MS Excel environment. The results show that the number/share of workers in the
ICT sector was growing during the analyzed time period, as was the contribution of the ICT sector
to the GDP of individual countries. The analyzed technical trends show that artificial intelligence
elements and the Internet of Things are being implemented in the economy relatively slowly. The
main identified security risks mainly include the ability to purchase an attack on the data of a
selected organization as a service on the dark net market.

1. Introduction

The globalization of society and the economy has various effects on the daily life of people as well
as on the operation of companies and multinational corporations. One of the most prominent
features, apart from the constant call for innovations (Weill, Koelmel, Bulander 2016), is the
penetration of information and communication technologies (ICT) into common processes (Basl,
Doucek, 2012). We come across such terms as the fourth industrial revolution, known as Industry
4.0, quite regularly (Marik, 2016). Its concepts and implementation are the engine of today's ICT
sector. In the Czech Republic in particular, we can see this trend in the automotive industry as well
as in the production and distribution of different energies, i.e. utilities (Basl, 2019; Keidanren Japan
Business Federation, 2018; Dutta, 2018; Suri et al., 2017). The building and implementation of the
Industry 4.0 concept comes with a host of partial changes that significantly impact the actual switch
to this concept (Maryska et al., 2019). One of them is the current Covid-19 pandemic. With the
onset and so-far constant spread of the epidemic, the use of robots in risky places is gaining
prominence in order to protect people’s health (Basl, Doucek, 2021; Zgodavova, 2005).
Robotization brings new unthought-of possibilities, but also a relatively significant risk of social
instability. Social instability can manifest itself in two ways - a lower demand for less skilled
workers (Webster, 1994) and thus a higher unemployment rate, which has an impact on the state’s
social nature as understood by the European Union, and in a higher demand for highly qualified
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workers able to work with such robotic devices, to keep them running and to repair them, if
necessary, as well as for professionals able to design, program and manufacture robotic devices. It
will be necessary to start systematically training such professionals both at technical universities
and at technical high schools. These are new challenges for the education system and the question
is whether or not the education system is able to respond to such demands in the form of online
learning.

To present the results of our research on the information society and its relationship to Industry 4.0,
we focused mainly on selected trends concerning the following main topics:

e The penetration of ICT into the economy of the V4 countries;
e Security threats in 2021 and beyond.

Based on broader research on this issue, we have formulated slightly narrower research questions,
which we will present in our article:

RQ1: What is the trend of penetration of information and communication technologies into
the economy and society in the V4 countries, Austria and Germany?

RQ2: What are the major security threats in 2021?

The analyzed group of countries included the V4 countries (Visegrad Four), Austria, Germany and
Slovenia.

2. Data Collection and Methodology

For the two research questions, we used two different strategies of data collection and evaluation.
To answer RQ1, we mainly used the databases of Eurostat and the Czech Statistical Office. To
answer RQ2, we consulted literature focused on the latest IT security incidents, which also included
monthly Situation Reports issued by the National Cyber and Information Security Agency
(NCISA), which however cannot be cited because they are not a public source, as well as foreign
sources that are cited in the article.

2.1. Data collection and processing

To collect data for the first RQ, we mainly used the following Eurostat databases. For Paragraph
3.1.1 - the number of workers in the ICT sector, we used the database Eurostat, (2021a) i.e. its
tables showing the number (share) of workers in the ICT sectors of the individual analyzed
countries. The data concerning ICT Professionals can be found in two separate analyzed groups.
The first group is the one we mention; the second group is the number of ICT Professionals in all
sectors of the economy. However, the data for this group provided by some statistical offices of the
countries and in Eurostat databases differ significantly (even by 10 percentage points in one year).
Therefore, in this phase of our research, we did not use the classification of ICT Professionals based
on ISCO codes due to inconsistency. We used it only for the Czech Republic because it provides a
more accurate picture of the actual representation of ICT Professionals in the economy.

For Paragraph 3.1.2., i.e. the share of the ICT sector on total GDP, we used the database Eurostat
(2021b).

For more information about the use of the Internet of Things, we used Eurostat’s official sources
and data from the end of January 2021. For the “Use of the Internet of Things” (IoT), we used the
database Eurostat (2021c) and for the identification of obstacles to using the Internet of Things by
individuals, we used the database Eurostat (2021d). Other data are not currently available;
therefore, we cannot analyze the trend of the time series. The data we obtained from the aforesaid
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databases concern companies with more than 10 employees outside the financial sector of the
economy. The data show the situation in 2020.

The standard statistical and analytical functions (Kuncova, Sekni¢kova 2018) of MS Excel were
used to analyze, to evaluate and to present the obtained data.

3. Results

The penetration of ICT into the economy is very closely connected with changes in the
qualification structure of entire society. It in fact depends on the development of the ICT sector as
one of the sectors of the economy as well as on the development of ICT knowledge, skills and
education in other sectors of the economy. In our trend analysis, we focused mainly on:

e The share of workers in the ICT sector on the total employment of the analyzed countries;
e The share of the ICT sector on the GDP of each country;

e The share of use of artificial intelligence in companies;

e The share of use of 3 D printing;

e The share of use of loT technology by individuals and the identification of the main
obstacles to using this technology;

e Security trends and the expected trends of security threats in 2021 and 2022.

As we have already mentioned in the methodological section, we analyzed the V4 countries
(Visegrad Four), Austria, Germany and Slovenia.

3.1. Penetration of IT into the Business

RQ1: What is the trend of penetration of information and communication technologies into
the economy and society in the V4 countries, Austria and Germany?

In this section, we present the results that mainly concern the following indicators:
e The share of workers in the ICT sector on the total employment of the analyzed countries;
e The share of the ICT sector on the GDP of each country;
e The share of use of artificial intelligence in companies;
e The share of use of 3D printing;

e The share of use of loT technology by individuals and the identification of the main
obstacles to using this technology.

3.1.1. Percentage of the ICT Sector on Total Employment

Fig. 1 shows the trend of the share of workers in the ICT sectors of the analyzed countries.
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Fig. 1: Percentage of the ICT Sector on Total Employment, (Eurostat, 2021a)

Fig. 1 clearly shows that Hungary had the largest share of workers in the ICT sector on total
employment during the entire analyzed time period - it oscillates around 3.5% during the entire
analyzed time period (it was 3.6% in 2018). Other countries do not show such a large share of the
ICT sector on total employment, yet they show a constant upward trend. In particular, Poland is
very successful in this respect; its share of workers in the ICT sector on total employment went up
by almost one percentage point during the analyzed decade - from about 1.58% to 2.54%. This
trend clearly indicates a growing share of the number of workers in the ICT sector. In addition to
analyzing the number/share of workers in the ICT sector, it is also useful to look at its structure. By
this we mean that the ICT industry consists of three basic parts - production, services and trade.
Due to the limited scope of this article, we do not provide this analysis here, but it will be presented
at conferences.

3.1.2. Impact on GDP

Another relatively important indicator is the impact of the ICT sector on the GDP of individual
countries, i.e. the contribution of the ICT sector to GDP. The trend of this indicator is shown in
Fig. 2.

Here again we can see that the largest contribution of the ICT sector to GDP was in Hungary -
about 6% in 2018 (5.95%). The other countries then split into two groups. The first group includes
the Czech Republic, Germany and Slovakia. The contribution of the ICT sector of these countries
to GDP exceeds 4% (Czech Republic 4.56%, Germany 4.40% and Slovakia 4.12%). The second
group includes Austria, Poland and Slovenia; they all show a 3.6% contribution of their ICT sector
to GDP in 2018. Austria and especially Poland are showing a growing trend.
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Fig. 2. Percentage of the ICT Sector on GDP, (Eurostat, 2021b)

3.1.3. Areas of further implementation of modern technologies

We chose two technologies and analyzed their implementation. First, we focused on the
implementation of artificial intelligence elements in industrial enterprises.

Artificial Intelligence

Although visionaries have been talking about Industry 4.0 for almost a decade, its actual
implementation in the form of artificial intelligence is relatively slow and the progress between
2018 and 2020 is rather negligible. We also made a similar comparison with the implementation of
robots in the manufacturing industry (Basl, Doucek, 2021). Here, too, the results were rather sad
(they will be presented at a conference).

Tab. 1: Using of Artificial Intelligence (% of companies)

Country |2018|2020
Austria
Czechia
Germany
Hungary
Poland
Slovakia

Slovenia |1 1

(Eurostat, 2021e)

NINFINIFPININ

2
2
2
2
1
2
3

The Internet of Things and its application by regular users in households and for home use is
another area that we focused on.
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3D Printing

The data we have in the field of 3D printing are according to a Eurostat source (Eurostat, 2021f)
and are for companies that have more than 10 employees and are not included in the financial
sector. Table 2 shows a really marginal increase in this technology and its use last two years.
Surprisingly, in 2020 in the Czech Republic, there was a massive development in the printing of
protective equipment (especially protective shields) in connection with the Covid 19 epidemic.

Tab. 2: 3D printing (% of companies)

TIME 2018|2020
Austria
Czechia
Germany
Hungary
Poland
Slovakia
Slovenia |4

wInNn DO DS

gOlbhjlwWwlwWw|IN|O|OT

(Eurostat, 2021f)

The real reason for the very small increase in this statistical category may be the fact that
universities have been significantly involved in the production of protective equipment, especially
technical universities with 3D Print laboratories or very small companies with very low number of
employees. | will present the details of this sector in my presentation at conferences, because there
is a very limited space in proceeding book.

Internet of Things

The Internet of Things and its conceptual implementation in practice, together with the possibilities
of transferring data to private or public databases, the processing of Big Data and other services
associated with its operation, has been known for many years. However, the actual implementation
is rather low as shown in Tab. 3.

Analysis of Internet of Things

Applications that remotely control household appliances are the most frequently used; in the Czech
Republic, it is mostly the tracking of the movement of cars, products and shipments. The share in
the Czech Republic is significantly influenced by the automotive industry and related deliveries
using the Kanban method. Austria, on the other hand, has the most users of 10T applications in their
household. Apps in mobile phones are helping to increase the use of 10T applications, especially for
tracking objects.

However, new 0T applications actually come with some obstacles to their use. The reasons why
individuals did not use new I0T technologies are listed in Tab. 4.
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Tab. 3: The use of the Internet of Things by individuals (% in population)
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Note to Tab. 3: Data for Germany are not available.

Tab. 4: Reasons for not using 10T by individuals (% in population)
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This table is very interesting in terms of evaluation. In essence, it divides the countries into more

conservative and innovative based on various criteria. Awareness of loT-type technologies is an
obstacle to their proliferation in Slovenia and Slovakia, yet the population in these two countries
feels the need to use such applications. The cost of 10T solutions in households is the biggest
obstacle in Slovakia and Germany. Compatibility with other devices and lack of knowledge of how

41



to operate these devices is not a significant obstacle in any country. The protection of personal data,
privacy and health is a very interesting aspect. In this respect, the population of Austria and
Germany is highly cautious and conservative, while the population of other analyzed countries is
not too bothered by this aspect. One of the factors leading to this conclusion is a low security
awareness of the average population of the countries such as the Czech Republic, Hungary, Poland,
Slovakia and Slovenia. Another factor may be enthusiasm for 10T applications among people who
are optimistic and do not anticipate any security and privacy protection problems.

And now we are getting to the next main topic, i.e. information security trends and how security
threats work today.

3.2. ldentified Security Trends

The penetration of information and communication technologies into economic life is one of the
stable features, and the Covid-19 epidemic has significantly accelerated this trend. But the
satisfaction with the use of ICT in our everyday life also has its downside, which is the
trustworthiness of operations that take place in cyberspace. How can we be sure that someone is not
modifying information or is not sending us only some selected part of it? In this respect, we need to
think about ICT security and the implementation of security countermeasures.

While reading the NCISA’s materials, we came across a very interesting conclusion, which is that
as the penetration of ICT into different sectors is increasing, so is the motivation of hackers to
attack their information systems. Hackers are recruited from groups that are directly supported by
state structures as well as from organized groups of hackers who are hired to attack selected
information systems, based on the requests of their clients or the profitability of such an attack.
Hacking has thus become a service, a well-paid service.

Business model of attacks

The trend of computer system attacks, both directly in organizations or in cyberspace, has recently
changed in terms of the actual hackers and the choice of their targets. In the last decade, we could
see groups of more or less advanced hackers who used their own tools and favorite methods, thanks
to which it was possible to partly link the attacks to their perpetrators. As an example, we could use
FireEye’s report identifying the ATP41 (FireEye, Inc., 2021) group, also known as “Double
Dragon.” This group had or used specific software tools to overcome and use organizations'
security measures. This left a unique digital footprint behind.

Ransomware

However, the current trend of attacks on organizations and their assets reveals a new business
model, which in fact is the same as the sale of regular ICT services. It is possible to purchase
ransomware frameworks on the dark net market in the form of software as a service (SaaS).
Currently the most popular SaaS ransomware tools include the "REvil" tool, also known as
"Sodinokibi." The group that developed this software is known for recruiting partners who, either
alone or in collaboration with the group, carry out attacks on organizations. Once the ransom is
paid, the hackers split the profit (Schwartz, 2021). This framework can be used for mass phishing
attacks and also as part of exploitation tools that exploit known vulnerabilities to promote a
malicious code, e.g. CVE-2019-2725 Oracle’s WebLogic remote code execution (Oracle, 2021).
“REvil” was first intercepted in April 2019 and analyzed by the security solution and service
provider McAfee (McAfee Labs., 2019). Using a reverse analysis of the malicious code, the
researchers discovered the link between the REvil group and the GandCrab group that operated
Ransomware-as-a-Service portal from January 2018 to June 2019 and ceased its activity after
having extorted about 150 million USD (Bradbury, 2019). For its needs, "REvil" adopted the Maze
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ransomware group’s tactic of exfiltrating data and threatening to publish them unless the victim
pays a ransom.

Simplified market access to the tools specifically designed for cybercrime thus opens an imaginary
door to criminal groups without major technical knowledge or expensive technical equipment to
create good-quality tools and necessary infrastructure. They focus on so-called soft - less protected
- targets. Ransomware groups target organizations where they expect the level of information
infrastructure security to be lower than that in global technological or business-oriented
large/multinational corporations. These soft targets for cyber-attacks include, in particular,
healthcare organizations and educational institutions.

The first mass ransomware attack on hospitals was recorded in 2017 during the WannaCry
(Brandom, 2017) infection. However, in this case, it was probably not a targeted attack, but rather a
poorly handled vulnerability of CVE-2017-0144 (NIST, 2018). However, the same cannot be said
about a series of attacks on Czech hospitals between 2019 and 2020, when the hospital in BeneSov
was infected with “Ryuk™ and the University Hospital in Brno-Bohunice with the crypto-virus
“Defray.” On the other hand, the hospitals in Ostrava and Olomouc were able to successfully
protect themselves against similar attacks.

The academic world and its organizations have been infected with ransomware practically all over
the world, e.g. Universitit Giessen (Ryuk) and the Dutch Universitdt Maastricht (Clop). This
university paid 30 BTC to regain access to its data (Bannister, 2020). The attacks did not spare
American universities either. Michigan State University was attacked in June 2020 by NetWalker
ransomware.

Supply Chain Compromise

While ransomware attacks organizations' vulnerable infrastructures or, through phishing, end users,
"Supply Chain Compromise" attacks use legitimate software to promote a malicious code modified
by the hacker once the hacker has successfully compromised the infrastructure of the application
development team.

The logic of this attack is that the organization developing a particular application is hacked and the
malicious code is integrated in, and distributed together with, the application. The maliciousness of
this type of attack lies in the fact that the hacked organization buys and installs the infected
application as part of routine updates or installation of already used software.

Such a modified application communicates with the hacker's control infrastructure and waits after
the basic identification of the organization where it parasitizes until the hacker decides to continue
with the attack or decides that the organization is not attractive enough in terms of know-how,
finances or data.

In this category of attacks, the most discussed attack on service providers was the attack that
compromised the American company SolarWinds and modified its IT infrastructure monitoring and
cataloging tools that are used by more than 300,000 clients worldwide, including government
agencies and organizations.

4. Conclusions
Based on our findings, we have reached the following answers resulting from the aforesaid facts.

RQ1: What is the trend of penetration of information and communication technologies into
the economy?
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The identified trends are divided into two main areas. The first of them is the impact of the ICT
sector on the economies of the analyzed countries. We can say that the number/share of workers in
the ICT sector on total workforce is growing in the vast majority of the analyzed countries and so is
the contribution of the ICT sector to GDP.

Technological trends of applying the most promoted technologies, such as artificial intelligence and
10T solutions, do not show such results. There is no detailed time series that could be analyzed. We
could only use data from 2020 because statistical offices are relatively inflexible in their surveys
and it is not easy to start a new survey in EU Member States, although the applications have already
been used for some time. It turns out that artificial intelligence has been hardly used in the analyzed
EU Member States. The expansion of 10T applications, the concept of which has been known for a
very long time, is rather insignificant as well. It mainly concerns sensor-based remote control of
devices. The fact that users in the majority of the analyzed countries do not feel the need for such
solutions represents one of the main obstacles to using 10T. The protection of personal data, the
protection of privacy and the protection of health against exposure to radio frequency is very
interesting. Austria and Germany are significantly conservative countries in this case, while other
countries have a more optimistic approach to loT applications. They do not pay much attention to
this issue and therefore do not consider it a threat to the development of IoT applications.

RQ2: What are the major security threats in 20217

The hacking of ordinary commercial organizations and public administration organizations have
lately become the line of "business” of hacker groups. On the dark net, we can see hackers or
hacker groups offer an attack of a specific firm or company in order to enrich themselves by the
"sale™ or reconstruction of destroyed or encrypted data.

In addition, there are other groups of hacker attacks that are organized for the purposes of industrial
espionage. These groups are sometimes organized on the basis of state institutions or work for
competing businesses.

In 2021 and 2022, hackers will attack organizations that, in their opinion, have no professional
protection. These are mainly organizations such as hospitals, universities, small companies, etc.,
which, however, represent an attractive target because hackers hope to extort and transfer money to
their account.

Large companies will also be attacked in order to compromise their security and to gain a
competitive advantage. A typical example is an attempted attack of Pfizer at the beginning of 2021
to obtain information about the Covid-19 vaccine.
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Abstract

Our paper aims to analyse the direct ICT impact on the most important economic indicators in time
of covid-19 pandemia. We present a very early and preliminary estimate of ICT impact, based on
the data available just three and half months after the reference year. Despite the data constraints,
there are some relevant results. The ICT industry reduced the fall in gross value added and
employment, the share of the ICT industry on employment increased by 0.3 p.p. (i. e. 10%). The
average hourly wage of employees increased similarly in ICT compared to the whole economy,
while the average monthly wage increase differs between ICT and the whole economy. The results
should be verified and improved using additional data sources available in the following months
and years.

1. Introduction

Several papers examined the impact of the Information and Communication (ICT) sector on the
economy. Fischer and Vltavska (2011) analysed the direct impact of the ICT sector using the data
from national accounts and compared some critical indicators of the ICT sector to the indicators of
the total economy. They strongly recommended distinguishing between ICT Manufacturing and
ICT Services. Direct impact measures the contribution of ICT to production, gross value added and
employment. It is a simplification of reality. For complex evaluation of ICT impact, it is also
necessary to consider an indirect impact (Pilat and Wolfl, 2004, Fischer and Vltavska, 2012), which
expresses the role of ICT goods and services as intermediaries. Nevertheless, the direct impact
could be estimated much earlier than the indirect impact: the indirect impact estimate; we need the
detailed structure of the economic flows.

Indeed, many more complex papers use a more complex approach to the ICT impact analysis,
especially the advanced econometric approach (Hanclova et al., 2015). From another point of view,
the impact of ICT could be considered within the context of Industry 4.0, with the analysis on
economic, social and environmental aspects (Doucek and Holoska, 2019). Furthermore, Maryska et
al. (2012) analysed the broader ICT impact, taking into account the effects on education.

The definition of the ICT sector (Fischer, Vitavska 2011) is sophisticated. ICT sector consists of
several industries defined at the detailed (3-digit) level of the classification NACE, both from the
manufacturing and services.
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This paper aims to analyse the direct impact of the ICT industry on the Czech economy in the first
calendar year of covid-19 pandemia (2020). The analysis is instead a flash estimate. As we estimate
the impact of ICT for the calendar year 2020 already in spring 2021, we use very preliminary data
not recommended for deep analyses. Furthermore, these preliminary data are not available in a
detailed structure by the 3-digit level of the NACE classification. Thus, we consider the ICT
industry in this paper as a J section of NACE. It means that we do not include ICT Manufacturing
(Computer machinery, etc.), and we consider ICT services. Due to the data availability constraints,
we analyse the ICT impact on gross value added, employment, labour productivity and average
wage.

There are some obstacles if we compare the ICT impact on economy among countries. Colecchia
and Schreyer (2002) and van Ark et al. (2002) recommend to take into account different approaches
to price adjustments. According to OECD (2004), countries which use hedonic price indices for
computer equipment tend to show faster declines in ICT prices and more rapid growth in real
terms4.

The paper is divided as follows. Chapter 2 explains data that are available four months after the end
of the reference year. In the same chapter, we also present the methodology based on the index
decomposition. Chapter 3 brings the key results, which are briefly discussed in chapter 4.

2. Data and Methodology

2.1. Data

In spring 2021, about 110 calendar days after the reference period, limited data sources from the
national accounts are available for the last reference year. We do not have data from annual surveys
but just the data from quarterly national accounts. Using quarterly data implies limited
interpretation strength of the results.

For our analysis, we use the data from quarterly time series®: supply side of GDP, nominal wages
and salaries and different data on employment. One can see a selection from the original data in
tables 1 to 4.

In table 1, we present data on gross value added (GVA). This indicator is close to the gross
domestic product (GDP), but it is better for an industrial analysis as indirect taxes like VAT do not
influence it. GVA decreased by 5.4% year-on-year (hereafter: y-o-y) based, while the GVA in the
ICT industry increased by 1.5%.

Employment can be measured as a humber of persons or as a number of hours worked. The first
approach is more accurate; the second one is more reliable. Furthermore, we can estimate total
employment (employees + self-employed) or just the employees. For the analysis of labour
productivity, we use total employment (self-employed persons also contribute to the economic
output like GVA). We use just employees (self-employed do not receive wages, but the so-called
mixed-income) for the wage analysis. In table 2, we can see the total employment in the whole
economy (y-o0-y decrease of 5.8%) and the ICT (3.4% increase). Y-0-y change in the number of
employees (table 3) is not so sharp due to the labour rigidities and the job support from the
government.

4 OECD (2004), p 48.

5 https://www.czso.cz/csu/czso/hdp_ts
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Table 1 Gross value added, chain-linked volumes (constant prices) of 2015, millions of CZK

GVA Total GVA Total GVA GVAICT GVAICT GVAICT

2019 2020 2020/2019 2019 2020 2020/2019
Q1 1,121,157 1,110,132 99.0 67,385 69,176 102.7
Q2 1,197,792 1,068,127 89.2 66,195 67,928 102.6
Q3 1,210,698 1,149,612 95.0 65,320 65,513 100.3
Q4 1,215,652 1,162,375 95.6 78,372 78,944 100.7
Total 4,745,299 4,490,246 94.6 277,272 281,561 101.5

Source: CZSO. Table hdpcr040121_z.
Table 2 Total employment (thousand hours worked HW)

HW Total HW Total HW Total HW ICT 2019 HW ICT HW ICT

2019 2020 2020/2019 2020 2020/2019
Q1 2,498,797 2,401,579 96.1 76,236 80,634 105.8
Q2 2,512,835 2,245,338 89.4 75,867 77,071 101.6
Q3 2,310,618 2,276,437 98.5 69,637 73,727 105.9
Q4 2,365,775 2,198,072 92.9 75,175 75,725 100.7
Total 9,688,025 9,121,426 94.2 296,915 307,157 103.4

Source: CZSO. Table hdpcr040121_h.
Table 3 Number of employees (E)
E Total EICT

E Total 2019 | E Total 2020 9020/2019 E ICT 2019 E ICT 2020 2020/2019
Q1 4,663,496 4,644,741 99.6 139,359 143,735 103.1
Q2 4,660,014 4,566,351 98.0 139,067 140,687 101.2
Q3 4,679,580 4,608,962 98.5 141,588 143,662 101.5
Q4 4,689,702 4,589,719 97.9 146,745 147,272 100.4
Average 4,673,198 4,602,443 98.5 141,690 143,839 101.5

Source: CZSO. Table hdpcr040121 p.

The total amount of wages and salaries (table 4) paid to the employees remained unchanged in 2020
compared to the previous year. In ICT, one can see an 8.1% y-0-y increase.

Table 4 Total amount of wages and salaries (WS), CZK millions

WS Total WS ICT WS ICT WS ICT

WS Total 2019 | WS Total 2020 2020/2019 2019 2020 2020/2019
01 468,242 487.100 104.0 25567 28.200 1103
Q2 489,807 458473 93.6 25,084 26.293 104.8
03 486,129 492,421 101.3 24,961 27.187 108.9
04 521.150 528,107 101.3 26.221 28,395 1083
Total 1,965,328 1,966,101 100.0 101,833 110,075 108.1

2.2. Methodology

Source: CZSO. Table hdpcr040121_m

Firstly, we can compute the valuable but straightforward indicators:
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labour productivity as the GVA in constant prices to the total number of hours worked,

average hourly wages as a ratio of nominal wages and salaries to the hours worked of
employees,




e average monthly wages as a ratio of nominal wages and salaries to the number of
employees,

e share of hours worked by employees on the total hours worked,
e share of ICT on total gross value added and total hours worked.

Secondly, we will move to the more advanced indicators that could be used to examine ICT impact.
For different types of statistical indicators, there is a different approach to the analysis. For
indicators of quantity, we use the simple analysis of the contribution to growth: we can compute
the direct impact of ICT to the change of the gross value added according to equation.

_ GVAMM - GVAMI,r—i
CTGHT = E VA —
+—1

A similar equation is used for computing contribution to the growth of employment.

1)- 100

For level indicators (indicators of intensity), we have to compute the contribution more
sophisticatedly. It is necessary to decompose the effect of a given industry between the level effect
and the substitution effect. Detailed methodology of level effect and substitution effect
decomposition is described in detail by Fischer, Fluskova and Vltavska (2020), comparing the
approaches of Datt-Ravallion (1992) and Shorrocks (2013).

3. Results

One can see that the hourly labour productivity is almost twice in ICT comparing to the total
economy (table 5). We have to remind you that we use just ICT services due to data availability.
ICT manufacturing has much lower labour productivity comparing to ICT services (Fischer and
Vltavska, 2011). On the other hand, there was a slight y-0-y decrease in ICT labour productivity (-
1.8%) while the total labour productivity remained unchanged (+0.5%).

Table 5 Hourly labour productivity (GVA per total employment of hours worked), CZK

LP Total LP Total | LP Total 2020/2019 | LP ICT 2019 LPICT LP ICT 2020/2019
2019 2020 2020
Q1 449 462 103.0 884 858 97.1
Q2 477 476 99.8 873 881 101.0
Q3 524 505 96.4 938 889 94.7
Q4 514 529 102.9 1,043 1,043 100.0
Total 490 492 100.5 934 917 98.2

Source: Own computations from Table 1 and Table 2.

It is not possible to directly compare labour productivity to the average hourly wages. As we said,
labour productivity is based on the GVA and the total employment, while the average wage is
based on the employees only. Nevertheless, wages in ICT are significantly higher compared to the
total economy (see table 6). Although covid-19 influenced some industries, the development of the

average hourly wage is similar (+6.2% in ICT compared to +5.7% in the total economy).

Table 6 Average hourly wage of employees (AHW), CZK

AHW Total AHW Total AHW AHW ICT AHW ICT AHW ICT

2019 2020 2020/2019 2019 2020 2020/2019
Q1 222 239 107.8 392 413 105.4
Q2 231 239 103.6 386 404 104.5
Q3 252 260 102.9 420 440 105.0
Q4 261 283 108.2 401 440 109.8
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Total | 241 | 255 | 105.7 | 399 | 424 | 106.2 |

Source: Own computations from CZSO Table 2 and Table 4.

However, the situation differs when we compare the development of average monthly wages (table
7). They do not take into account the average hours worked per employee. While the average
monthly wage increased by 1.6% in the total economy, the ICT average monthly wage increase by
6.5%. We will analyse the contribution of ICT to the total average wage at the end of this chapter.

Table 8 presents data on the share of employees on total employment (self-employed comprised the
rest). The share of employees in ICT is similar to the whole economy what falsifies the hypothesis
of a too high share of self-employed persons in ICT due to the so-called Svarc System$). There is a
significant impact of covid-19 pandemia on the share of hours worked by neither the self-employed
nor the employees.

Table 7 Average monthly wages, CZK

AMW Total AMW Total AMW AMW ICT AMW ICT AMW ICT

2019 2020 2020/2019 2019 2020 2020/2019
Q1 33,469 34,957 104.4 61,154 65,398 106.9
Q2 35,036 33,467 95.5 60,124 62,297 103.6
Q3 34,628 35,613 102.8 58,764 63,081 107.3
Q4 37,042 38,354 103.5 59,561 64,269 107.9
Total 35,046 35,599 101.6 59,892 63,772 106.5

Source: Own computations from CZSO Table 3 and Table 4.

Table 8 Share of hours worked by employees on the total hours worked

HWE/HW Total HWE/HW HWE/HW HWE/HW ICT | HWE/HW ICT | HWE/HW ICT

2019 Total 2020 20/19 2019 2020 20/19
Q1 0.8457 0.8489 100.4 0.8556 0.8463 98.9
Q2 0.8442 0.8534 101.1 0.8556 0.8445 98.7
Q3 0.8334 0.8331 100.0 0.8544 0.8374 98.0
Q4 0.8437 0.8501 100.8 0.8701 0.8518 97.9
Total 0.8419 0.8463 100.5 0.8590 0.8450 98.4

Source: Own computations from CZSO (Table hdpcr040121 e) and Table 2.

In table 9, one can see the increasing share of ICT on the economy in the time of covid-19
pandemia. The share of ICT on gross value added y-o0-y increased by 0.43 p.p. while the share of
employment increased by 0.30 p.p. measured by the hours worked (it means almost 10% increase).

Table 9 Share of ICT on total gross value added and on total hours worked

GVAICT on GVA ICT on Diff (p.p.) HW ICT on HW ICT on Diff (p.p.)

Total 2019 Total 2020 i Total 2019 Total 2020 i
Q1 6.010 6.231 0.221 3.051 3.358 0.307
Q2 5.526 6.360 0.833 3.019 3.432 0.413
Q3 5.395 5.699 0.303 3.014 3.239 0.225
Q4 6.447 6.792 0.345 3.178 3.445 0.267
Total 5.843 6.271 0.427 3.065 3.367 0.303

Source: Own computations from Table 1 and Table 2.

6 https://cs.wikipedia.org/wiki/%C5%A0varc_syst%C3%A9m:; text in Czech only.
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Although the development of hours worked differs between ICT and the total economy (-5.8% vs
+3.4%), the contribution of ICT to the change of total employment was just at the level of 0.1 p.p.
(table 10). The reason is that the share of ICT in the economy is small, at about 3% of the
employment (table 9).

Table 10 Contribution of ICT to variation in GVA and employment (p.p.)

Total change (%) Contribution of ICT (p.p.)
Gross value added 5.4 +0.090
Total employment (HW) -5.8 +0.106

Source: Own computations.

In table 11, we decompose the development of the average wage. The total average wage increased
by 1.58%, increase in ICT average wages contributed by 0.34%, increase in non-ICT wages by
1.16% (both are the level effects), and the rest (0.07%) could be explained by the change in the
structure of employment (substitution effect). One can see that changes in ICT wages (we remind
that this industry makes only 3% of the total employment) contributes by 21.5% to the change of
the average wage of the whole economy.

Table 11 Contribution of ICT to variation in monthly average wage (%0)

Effect Impact (%)
Monthly average wage development in ICT +0.34
Monthly average wage development in non-ICT +1.16
Change in the structure of employment (ICT vs non-ICT) +0.07
Total change in monthly average wage +1.58

Source: own computations.

4. Discussion

We present the very first flash estimate of the ICT impact on key economic indicators. The
interpretation strength is limited because no data from annual sources are available for this early
analysis. The estimates are not fully comparable to our previous research in this area as we consider
ICT Industry in this paper differs from the ICT Sector (Fischer and Vltavska, 2011). Indirect
impacts of ICT on the economy cannot be early measured at all. There are some other interpretation
obstacles due to the measurement constraints: for example, the short-term statistics and the
quarterly national accounts are based on some crucial assumptions. One of the basic assumptions is
that the economy's structure remains stable in a short period. As we see in our tables, the validity of
this assumption is a question.

5. Conclusion

Covid-19 pandemia brings many challenges for the economic analysts and also for the data
measurement. In this paper, we try to present a very early and preliminary analysis of the ICT
impact on the economy when the government restrictions influence the economy.

Gross value added in ICT increased by 1.5% in 2020 (y-o-y based), while the total GVA felt 5.4%.
Similarly, hours worked in ICT increased by 3.4%, the total employment fell by 5.8%.
Development in a number of employees was smoother. The total amount of wages and salaries
increased by 8.1% in ICT while remained stable in the total economy. There was a pretty surprising
development in hourly labour productivity. Hourly wages of employees increased similarly in ICT
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and the economy (6.2% and 5.7%, respectively). Monthly wages increased more in ICT (6.5% to
1.6%). Share of ICT on total GVA and total development sharply increased (0.43 p.p. and 0.30 p.p.,
respectively). ICT industry reduced the fall of total GVA and employment by about 0.1 p.p.). Total
change in average wage (+1.58%) is explained by the wage development in ICT (+0.34%), wage
development in non-ICT (+1.16%) and the structure of employment (ICT vs non-ICT; +0.07%).

We plan to improve and refine the analysis using additional data on the year 2020, available in the
following months and years. There will be challenging to analyse indirect ICT impact in the time of
structural changes.
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Abstract

Main purpose of this article is to provide an overview of how Robotic Process Automation (RPA)
tools were used during and after COVID-19 pandemic in different industries. This article is based
of literature review which consist not only from journal articles but with regards to the dynamics of
COVID-19 pandemic also from blogs and general internet articles. Although use of RPA tools is
boosted by COVID-19 pandemics in majority of industries, some of them are badly affected by the
pandemics and RPA implementation can be postponed.

1. Introduction

Every crisis or economic recession usually brings an increase of pressure to work efficiency, so
companies are not being able to sell their products or services at the volume and price they used to
be. In connection with the pandemic of the COVID-19 disease, unprecedented government
restrictions have taken place, which have resulted in a partial freeze of the economy and citizens
movement. Companies were forced to react in a very short time and implement a number of steps
(Srivastava, 2020), (Kedziora, 2020). Work from home was introduced in a large scale. Not all
industries were negatively affected by this situation, like online stores, which have experienced a
sharp increase of demand. Here, too, it is possible to see the increase of pressure to work efficiency
(Field and Murphy, 2020). This article is devoted to creating an overview of how companies in
different industries have used RPA technology to overcome this crisis period and how they are
preparing for the future.

2. Results of the RPA overview

2.1. RPA solution providers view

RPA solution providers have been actively involved in solving problems in both the public and
private sectors. For example, the leading RPA provider UlPath has actively offered its know-how to
the public sector institutions (Vellante, 2020). It seems that RPA providers are trying to act fast to
broaden their customer base and build loyalty. According to UlPath, there are multiple ways how to
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use RPA to solve the pandemic situation in healthcare, or how to streamline the administration
associated with it and thus enable healthcare professionals to treat patients and not work in the
administration (McDaniel, 2020):

1. Reduce patient administration time,

2. Automating the communication of test results,

3. Central processing of COVID-19 disease statistics for individual countries,
4. Ordering and administration of medical devices (masks, suits, shields etc.).

The Belgian government created a web application through which local entrepreneurs could apply
for financial support to overcome the consequences of a pandemic and the economy lockdown. In
an effort to process requests as quickly as possible, the entire system was overwhelmed. At one
time, it was necessary to serve up to 800 users of the web application at once. Due to this,
numerous queuing requests arose, which had to be processed one after another. As a result, the
whole process was critically delayed. They subsequently created an UlPath RPA robot to help
optimize the waiting time by verifying the eligibility of the applicant for financial support in several
systems. (UiPath, 2020).

Chris Klayko from the US banking environment describes a similar situation. RPA robots helped
banks to address the blast in processing SME applications for government-secured loans. Their
processing is guaranteed by the Small Business Administration (SBA). The creation of the robot
took less than 24 hours and thanks to him, the processing time of the application was reduced from
30 minutes to only 3 minutes. (Klayko, 2020).

2.2. Companies view related to the COVID-19 period

According to Bant, companies had to react very quickly as they have less stuff operating key
processes but increasing cost pressure. That leads to escalating of putting robots to their processes
and involving smarter technologies quicker than ever (Gartner, 2020).

From the point of view of companies that use RPA, the situation can be analyzed from these
perspectives:

1. Replacement of an employee performing routine office activities who cannot arrive to work
due to unplanned reasons (Srivastava, 2020). These reasons may be, for example, forced
personal quarantine or restrictions on the whole population.

2. Reducing the number of human labor while maintaining the company's performance or
increasing its flexibility in case of sudden changes in demand (Srivastava, 2020).

3. Quick adaption on new situations.

Leduc and Liu from the Federal Bank of San Francisco created a macroeconomic analysis of the
impact of COVID-19 according to the DSGE model on job threats and automation. They concluded
that the response to the COVID-19 pandemic had caused unprecedented interference in the
economy in general, but also in the perspective of employees. Without an existing vaccine,
employees remain potentially vulnerable to the virus, creating uncertainty and preventing them
from performing work in the usual quality and volume. This invokes the acceleration of the
deployment of robots, as they are not threatened by any disease and can perform health-hazardous
tasks for humans. (Leduc and Zheng, 2020).
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2.2.1. RPA examples from the department perspective

The Table 1 below lists possible groups of processes in which RPA may be a suitable tool for
automation in the coronavirus period.

Table 1. Support of business processes using RPA according to the department (Own work)
IT dept. Configuring the environment Registration of new hardware | Remote helpdesk (Kanowitz,
for remote work (Shafiki, 2020), | (Shafiki, 2020), (UiPath, 2020)
(lafrate, 2020) 2020)
HR dept. Increasing the capacity of Vacation and attendance Automation of talent pool
recruitment (Fuqua, 2020) management (Shafiki, 2020), creation (Fuqua, 2020)
(UiPath, 2020)
Front-office Increasing order processing Increasing questions
capacity (lafrate, 2020) processing capacity (lafrate,
2020)
Back-office Support of supply chain Processing of applications for | Government reporting (lafrate,
operations (lafrate, 2020) support or subsidies (Klayko, | 2020), Audit (Martinelli et al.,
2020) 2020)

2.2.2. RPA examples from the industry perspective

Several industries where automation has been used are shown in Table 2 by research firm Bain &
Company. It shows examples of activities that companies had to strengthen in order to continue to
provide their services in adequate quality (Saenz et al., 2020).

Table 2. How companies support their functions with automation (Saenz et al., 2020)

Pharma Support clinical testing for vaccine Distributor | Deploy process mining to analyze and
development, accelerating data entry and react to supply chain issues in real time
analysis

Hospital Balance demand and supply to optimize Chemicals Process 10x surge in orders for hand

system 10x surge in personal protective sanitizers
equipment orders

Banking Process 50x surge in loan applications Hotels Support overwhelmed contract-center staff
following the CARES Act managing cancellations

Insurance Process 300 to 400 incremental Family Healthcare | Support claims and revenue management
and Medical Leave Act claims per day providers after back office furloughed 60% of staff

2.2.3. Overview of COVID-19 impact to RPA use from the industry perspective

Although both bank and a construction firm have to do their accounting or HR similarly, they are
completely different in their business agenda, and so are their processes and opportunities for
digitization and robotization.

Key industries are evaluated in terms of opportunities for RPA automation, impact of COVID-19 to
those industries and estimated impact of COVID-19 to use of RPA tools, see Table 3.
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Table 3. Overview of opportunities and impact of COVID-19 to use of RPA in specific industries (Own work)

Industry Opportunities for RPA Industry related impact of Estimated impact of
COVID-19 COVID-19 to use of
RPA
Banking Fraud detection; Risk monitoring; Vast employees started to Positive

and insurance

Mortgage processing (Rutaganda,
2017)

work from home, postponing
payments

- forcing automation

Constru-ction

Dealing with construction plan
variants; Processing bigdata coming
from sensors (Golizadeh, 2019)

Limited ability to hire cheap
foreign workforce

Negative

- government deficits
and poorer firms will
invest less

E-commerce Handling peaks in shopping season; Unprecedented pressure on Positive
Processing customer stock management, delivery - more money and
complaints; Monitoring pricing; frequency and volume natural demand for
Providing accurate stock info; automation
Payment processing (Oliinyk, 2020)

Healthcare Processing diagnose results; Faster Pressure on current workforce; | Positive
patient data manipulation; Managing | Need to handle protective - pressure on efficiency
onboarding of emergency staff; equipment distribution; and flexibility
Automating bulk orders (Williams, Postponing unurgent
2020) healthcare

Manufacture Processing of 10T bigdata; Helping Need for fulfilling hygienic Neutral
fulfill regulatory compliance (Bazan, | rules; Less workforce
2020) attendance reliability

Retail stores Handling peaks in shopping season; Limited physical customer Negative
Returns processing; Auditing; Goods | access and opening hours; - retails without online
analytics (Sarma, 2020) Shift to online channel; channel are

bankrupting

Telco Measuring network utilization; Unprecedented utilization of Positive
Customer data processing home internet networks will - more money for
(Rutaganda, 2017) cause tariff upgrades automation

Travel and Passenger record processing; Self- Constraining of travel; Need Positive

tourism management; Chatbot integration to process cancelation requests | - pressure on efficiency

(Charlton, 2020)

and vouchers

and labor cost savings

3. Conclusion

Remote work incorporation brings unprecedented opening of company IT infrastructure out to
allow employees that are working from home to connect to the internal systems. It leverages IT
security risks that has to be at least mitigated or completely prevented. Joel Lanz and Bruce
Sussman published an article focused on Information Security Program Management in a COVID-
19 World. The article shows that 88% of small business owners feel vulnerable to a cyber-attack
but can’t afford professional IT solutions (Joel and Sussman, 2020).

From all the processed content we can see companies consider RPA as relevant technology to
overcome the COVID-19 pandemic. The main benefit of deploying RPA stands in the ability of a
cheap and quick response when it is necessary to work with new independent apps or when it is
impossible to change processes or create an integrated ICT environment. RPA is used in both
private and public sector. RPA can bring attractive tools which can lead to partial automation
without the need for large investments in business process reengineering or the creation of
integrated information systems or software connectors like APIs. A parallel benefit, in case of new
waves of the COVID-19 pandemic or the spread of other possible unknown diseases, will be better
employee substitutability, ability to keep the business running and better ability to manage
demand/supply shocks.

58



4. Acknowledgement

Paper was processed with support from institutional-support fund for long-term conceptual
development of science and research at the Faculty of Informatics and Statistics of the Prague
University of Economics and Business (IP400040).

5. References

Bazan, B. (2020). RPA in  Manufacturing: 4 Common Use Cases . Retireved from
https://www.manufacturingleadershipcouncil.com/2020/04/21/rpa-in-manufacturing-4-common-use-cases/

Charlton, O. (2020). Robotic Process Automation In The Fight Against COVID-19: Part 3 — Travel & Hospitality.
Retireved from https://hyperautomation.world/covid-19/rp-in-the-fight-against-covid-19-part-3-travel-hospitality/

Field, H., & Murphy, M. (April 2020). COVID-19 will herald an automation boom. Retireved from
https://www.protocol.com/automation-boom-caused-by-coronavirus

Fuqua, N. (2020). People Scout. Retireved from HOW ROBOTIC PROCESS AUTOMATION IS RESHAPING
RECRUITING : https://www.peoplescout.com/insights/automation-reshaping-recruiting-world/

Gartner. (May 2020). Gartner Survey Shows CFOs Double Down on People Cuts Due to Ongoing COVID-19
Disruption . Retireved from Gartner: https://www.gartner.com/en/newsroom/press-releases/2020-05-11-gartner-
survey-shows-cfos-double-down-on-people-cuts-due-to-ongoing-covid-19-disruption0

Golizadeh, H. (2019). Barriers to adoption of RPAs on construction projects: a task—technology fit perspective.
Retireved  from  https://researchportal.port.ac.uk/portal/files/13856011/Barriers_to_adoption_of RPAs_on_
construction_projects.pdf

lafrate, T. (May 2020). Global Organizations Turning to Robotic Process Automation to Respond to COVID-19
Pandemic. Retireved from https://www.uipath.com/newsroom/global-organizations-turning-to-rpa-to-respond-to-
covid-19-pandemic

Joel, L., & Sussman, B. (2020). Information Security Program Management in a COVID-19 World. The CPA Journal,
28-36.

Joshi, N. (2019). Here's what RPA means to the education sector . Retireved from https://www.allerin.com/blog/heres-
what-rpa-means-to-the-education-sector

Kanowitz, S. (June 2020). RPA takes on more services delivery . Retireved from
https://gcn.com/articles/2020/06/17/rpa-growth.aspx

Kedziora, D. (May 2020). RPA market in the times of COVID-19 pandemic. Retireved from https://rpa-journal.org/rpa-
market-in-the-times-of-covid-19-pandemic/

Klayko, C. (April 2020). UiPath Delivers Lightning Fast Scalability for Banks to Fulfill Historic Surge of SBA Loan
Requests. Retireved from https://www.uipath.com/blog/fast-scale-banking-surge-sha-loans-rpa

Leduc, S., & Zheng, L. (May 2020). Can Pandemic-Induced Job Uncertainty Stimulate Automation? Retireved from
https://www.frbsf.org/economic-research/files/wp2020-19.pdf

Li, W.-Y. (2020). Wuhan's experience in curbing the spread of coronavirus disease (COVID-19). Retireved from
https://academic.oup.com/inthealth/advance-article/doi/10.1093/inthealth/ihaa079/5923672

McDaniel, K. (April 2020). 5 Innovative Ways Healthcare Organizations are Using Software Robots During COVID-
19. Retireved from https://www.uipath.com/blog/five-ways-healthcare-organizations-using-rpa-during-covid19

Martinelli, M., Friedman, A., & Lanz, J. (June 2020). The impact of COVID-19 on internal audit: Certified public
accountant. The CPA Journal, 60-63.

Nair, C. (2020). An Inside Look At How Robotic Process Automation In Agribusiness Is More Effective & Profitable.
Retireved from Accubits: https://blog.accubits.com/robotic-process-automation-in-agribusiness/

O’Leary, D. E. (May 2020). Evolving Information Systems and Technology Research Issues for COVID-19 and Other
Pandemics. Journal of Organizational Computing and Electronic Commerce, 1-8.

59



Oliinyk, K. (2020). RPA in eCommerce and the Benefits It Brings . Retireved from
https://api2cart.com/ecommerce/rpa-in-ecommerce-and-the-benefits-it-brings/

Reddy, R. (2020). How Does RPA Look In Action- Manufacturing, Pharma And Retail. Retireved from
https://acuvate.com/blog/how-does-rpa-look-in-action-manufacturing-pharma-and-retail/

Rutaganda, L. (2017). Retireved from Avoiding pitfalls and unlocking real business value with RPA:
https://www.capco.com/capco-institute/journal-46-automation/avoiding-pitfalls-and-unlocking-real-business-
value-with-rpa

Saenz, H., Anderson, N., & Ledingham, D. (June 2020). The “New Normal” Is a Myth. The Future Won’t Be Normal
at All . Retireved from Bain & Company: https://www.bain.com/insights/the-new-normal-is-a-myth-the-future-
wont-be-normal-at-all/

Sarma, S. (2020). Top 5 Use Cases of Robotic Process Automation (RPA) in Retail . Retireved from
https://blog.aspiresys.com/robotic-process-automation-rpa/rpa-use-cases/top-5-use-cases-of-robotic-process-
automation-in-retail/

Shafiki, J. (May 2020). 6 Simple RPA Hacks for Greater WFH Productivity. Retireved from
https://blog.kryonsystems.com/rpa/6-simple-rpa-hacks-for-greater-wfh-productivity

Srivastava, S. (April 2020). RPA PREDICTION 2020: HOW COVID-19 WILL TRANSFORM THE AUTOMATION
LANDSCAPE? Retireved from https://www.analyticsinsight.net/rpa-prediction-2020-covid-19-will-transform-
automation-landscape/

UiPath. (2020). Automation helps HR focus on analysis instead of process . Retireved from https://www.uipath.com/
resources/covid-automations/automation-hr-help

UiPath. (2020). Setting up remote working stations . Retireved from https://www.uipath.com/resources/covid-
automations/setting-up-remote-working-stations

Vellante, D. (May 2020). Breaking Analysis: RPA Adoption Looking Strong in a Post-COVID World . Retireved from
https://wikibon.com/breaking-analysis-automation-winning-post-covid-era/

Williams, J. (2020). Robotic Process Automation In The Fight Against COVID-19: Part 2 — Healthcare. Retireved from
https://hyperautomation.world/covid-19/rpa-in-the-fight-against-covid-19-part-2-healthcare/

60



THE 5TH GENERATION NETWORKS AND RISKS
RELATED TO THEIR USAGE

Nikola Zidkova, Milo§ Maryska

Faculty of Informatics and Statistics
Prague University of Economics and Business
nikola.zidkova@vse.cz, milos.maryska@vse.cz

Keywords

5G; security; risks; network; Risk Assessment Matrix

Abstract

A fifth-generation network is rolling worldwide since 2019, so information security professionals
must become familiar with the 5G security architecture and the risks that come with implementing
this new technology. The introduction of 5G will also close the security gaps present in previous
technologies. Professionals can appraise real benefits through implementing 5G technology like
faster network, higher capacity and flexibility. This paper is devoted to the risks related to the
usage of the 5G network. It aims to put 5G in the context of the other generations of networks,
highlight the differences compared to the previous generation, and identify security threats based
on the risk assessment matrix.

1. Introduction

Fifth-generation network, or abbreviated 5G, is a new standard in broadband mobile phone
networks. The 5G technology was introduced to the public in 2019 (Tibken, 2019). This technology
was built on previous generations of fourth-generation networks (4G) and third-generation
networks (3G). Except for the latest information about the 5G network, people can hear pieces of
information about the 6G technology, which could emerge around the year 2030 (English, 2021).
The 6G will be related mainly to Artificial Intelligence. Nevertheless, this paper is devoted mainly
to generation 4 (4G) and 5 (5G).

Each of the generations can be characterized by specific services extended by the generation (ITU
2021, Naseeb 2020):

e 3G brought the Internet to mobile phones and led to the expansion of smartphones,
e 4G offered faster data transfer and made it possible to watch streaming videos,
e 5G is designed to bring higher data rates, reduced latency and greater system capacity.

The 5G is another improved development phase of the IMT-2020 family of technologies (including
3G and 4G). It is important to highlight that the first implementation of 5G uses the existing 4G
LTE infrastructure in a non-standalone mode. It means 5G does rely on LTE for now (ITU, 2021).
Key differences among each generation of the networks and year of publication are shown in
Figure 1.

61



The standards for 5G were defined by the 3rd Generation Partnership Project (3GPP). 3GPP defines
any system using 5G New Radio software as 5G, and the definition came into general use by late
2018 (Minoli and Occhiogrosso, 2019). Minimum standards are set by the International
Telecommunications Union (ITU).

The move upward of 5G itself started in 2019 in some countries (ENISA, 2020a). In 2020 the
rollout began in the Czech Republic (Raymond, 2020). At the European Union level, ENISA
developed a 5G toolbox. This toolbox provides a set of robust and comprehensive measures for a
European Union coordinated approach to secure the 5G network (NIS, 2020).
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Figure 1. Network generations and their specifics (Naseeb, 2020).

5G is a general term, which is official split into three different types of 5G networks (Charig,
2021):

e Low band 5G: using frequencies similar to 4G (600-850 MHz) with download speed 30-250
Mbit/s.

e Mid band 5G: using frequencies between 2.5-3.7 GHz with speed 100-900 Mbit/s.
e High band 5G: using frequencies between 25-39 GHz with speed up to 20 Ghit/s.

The ITU standard determined a minimum specification of 100 Mbps downloads speed for 4G LTE,
which, at the time, was highly hypothetical. Carrier networks today are only just now realizing
these aims, many years later.

4G networks as of 2021 are the dominant network, with most voice, text, and calls being handled
over 4G. That probably shouldn't change anytime soon, with 5G networks mostly looking to
manage data. Thus, high-speed 5G phones will continue to use 4G networks foreseeable future
(2030 to 2035 is estimated, but 4G could last even longer).

Manufacturers are just now coming out with 5G compatible devices, but carrier networks are
nowhere near the minimum 1 Gbps with one millisecond of latency required for the standard
(Baker, 2021). As we said, they are just now using 4G LTE infrastructure and thus approaching 4G
LTE specifications.

The main benefit of 5G networks is further improving the quality of Internet connection services
offered today. 5G also can connect thousands of 5G devices at the same time. For example, better
connectivity will give more people access to digital education and digital skills. A faster and more
stable connection can connect teams in multiple locations at once, which, for example, supports
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remote work. Factories can be upgraded with automated processes and connected machines to
increase workplace safety and productivity (Staff, 2019).

In one sentence, it can be summarized as follows: “The purpose is to be faster, more reliable and
manage the scale of devices predicted for the Mobile Internet of Things (MIoT) which enabling the
digital transformation of our society, business processes and manufacturing” (GSMA, 2020).

In a 5G business environment, security is a necessary enabler for the continuity of the business.
Users already realize that security and privacy are essential, and they could be aware of the
security/privacy service provided to them. It is believed that the extent and strength of the security
mechanisms provided correlate with the perceived security level, at least in the long run (Huaweli,
2016). The number of new types of devices can increase space for various types of attacks like
impersonation, denial-of-service (DoS), eavesdropping, man-in-the-middle and repudiation attacks.

The second and critical benefit of the 5G networks is the speed of the connection, which means
transferring a considerable volume of data in secure and high-speed manners is critical while
preventing malicious files from penetrating (Cisco, 2018).

The number of connected devices, coworking and sharing of services impact the security of the
connection. Security is a topic whose importance increases for a long time, and the number of
devices and especially devices with critical impact on various activities highlights this importance.

This paper aims to analyze the current situation in security and compare it with the situation in 4G
networks.

2. Methodology

For this work, the primary data collection methods using secondary sources analysis and document
analysis are used.

The Risk Assessment Matrix (RAM) has been selected to process risks related to 5G technology.
RAM (Duijm, 2015) is based on the likelihood of occurrence risk and severity of the consequence.
For this paper we are taking these fundamental’s steps from the Risk assessment matrix.

e The first step is risk identification based on ENISA (2020b) document.

e The second step is risk analysis based on the detailed literature review of the relevant
document.

e The third step is representing risk severity and probability levels in a table. It involves
weighing probabilities with improbable, probable and frequent levels against severity with
negligible, restrictive, significant and critical levels. Overview in the form of a table help
identifies the threat levels of risk. Risk level can be low (nho particular precaution needed),
moderate (some measures recommended), high (necessary steps need to be implemented),
extreme (immediate implementation of the required measures).

3. Results

Each known network generation had its security requirements — except the first generation that had
no security because of its analog form (Mavoungou at al., 2016). The most critical security and
privacy areas in each network generation are shown in the following Figure 2.
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Security of 5G networks and devices is mainly built on the principle of security rules and processes
defined for 4G networks, and in parallel, 5G is designed to address plenty of threats identified not
only in 4G and 3G and 2G networks (Wang et al., 2020).

In the beginning, we want to highlight that the 5G networks are not anything new, but it is an
evolution of 4G networks that added higher speed and other improvements and enhancements to the
previous generation of the networks.

4G related security threads come mainly in the following areas: wireless security, network entity
authentication and deletion of data.

The 4G network is more assailable threads related to security and privacy than the networks’
previous generation. This situation is because users are using many mobile devices running on 4G
networks principles. The high number of users is interesting for those who want to misuse the
weakness of 4G networks and who are creating malicious programs, viruses, who are using
operating system vulnerabilities et cetera. A significant weakness is assailability to DoS attach,
illegal use of mobile devices, and medium access control issues, described in Ghannam et al.
(2018).
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Figure 2. Evolution of security and privacy issues in wireless systems (Wang et al., 2020).

The 5G networks, which are the most important area for this article, can be characterized by the fast
speed of the connection, secure architecture, and a new way of facilitating connection among
devices. One of the 5G networks' essential expected impacts is exponential growth in Internet of
Things (IoT) devices and smart cities (Doucek et. al 2018, Potan¢ok and Cerny 2020). IoT devices
usually operate with constrained resources, and the precondition for their usage is the high-
performance network to be able to communicate with backend systems often based on cloud-based
servers. The number of new devices with the arrival of 5G is relatively small compared to previous
generations, but the contrary number of devices is increasing exponentially for the reasons
mentioned above. Except for exponential growth of the number of devices is an important type of
devices, which are newly used and purpose of their usage. New devices are used in automotive,
cloud services, manufacturing, healthcare, et cetera. In these areas is the importance of security and
privacy is highlighted (Cisco, 2018).

The security of the network generations can be analyzed from two points of view:
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e What is not changed = what is the same in both 4G and 5G:
o network access security,
o domain security.
e What is different:
o access network & authentication mechanisms,
o backhaul networks,
o core network security,
o secret adaptive frequency,
o policy-based communications.

Improvements of the security in 5G networks are based on the new techniques used to improve the
performance of the 5G networks (Ahmad et al., 2019). An excellent example of the new technique
is Multiple Input Multiple Output (MIMO), which helps to defend primarily from passive and, to a
lesser extent, from active eavesdropping (Pattaranantakul et al., 2018).

An essential part of security is privacy, which has to be managed and analyzed in 5G networks.
New privacy issues in 5G networks are mainly related to the diversity of business types and
application scenarios in this generation of the mobile network. The platform's openness means that
sensitive information can be easily changed from a closed state to an open state. From these and
other reasons, privacy issues become a problem that must be solved.

We can divide security and privacy issues in 5G networks into three architecture tiers: (1) the
access networks with new security challenges thanks to the node’s diversity, (2) the backhaul
networks between the base stations and (3) the core network. The core network in 5G is dynamic
and consists of Network Functions Virtualization, Software-Defined Networking and cloud
techniques. The massive number of devices can cause signaling overload, increasing the possibility
of a DoS or resource attack. Signaling overloads can be dealt with using lightweight authentication
and key agreement protocols or protocols that allow the devices to be grouped. On the other hand,
the new techniques used to improve the performance of the 5G network could also create security
breaches (Wang et al., 2020).

The most important change between 4G and 5G networks as defined above can be shortly described
as follows: In authentication mechanism two new nodes providing separation of networks are
employed between user equipment (UE) and the network database: security anchor function and
authentication server function (Wraycastle, 2019).

The ENISA (2020b) define set of various threats and their probability. You can see the list of
threats in Table 1.

Table 1. List of 5G threats

ID Threat Threat details

It causes shutting down a machine or network, making it inaccessible to its
intended users by jamming, tampering, flooding, or denial of sleep (Shikha and
Raman 2014; Gavri¢ and Simic¢ 2018).

It allows an attacker to identify resources that can be compromised (Wang at al.,
2014).

The attacker inserts himself between two devices in a private mode, so all

Denial of Service

01 attacks

02 Traffic sniffing

Man in the middle/

03 Session hijacking packets between those devices route through him. The attacker can potentially
falsify data (Ahmad at al., 2018; Sowah et al., 2019).
04 Interception of With a strong receiver and antenna, an attacker can locate the nodes, and destroy
information them by interception of the messages (Alam and De, 2014).
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ID Threat Threat details

. A malicious device is illegitimately taking on multiple identities, and it targets
05 The Sybil attack fault-tolerant schemes (Newsome et al., 2004).
An attacker concludes the data traffic pattern by eavesdropping on the identities
of the nodes. The attacker can harm the sensor network (Alam and De, 2014).
Abuse of virtualization It allows access to the host machine from the guest machine (ENISA, 2017).
mechanisms

06 Traffic analysis attack

07

It may enable the owner's impersonation and creating the illusion that legitimate

b2 liSEE GEE user is controlling the device (Gonzales-Manzano, 2020).

(ENISA, 2020b; authors)

In the following Table 2 is shown probability and severity of the threats mentioned above.
Probability has improbable (1), probable (2) and frequent (3) levels. Severity has negligible (1),
restrictive (2), significant (3) and critical (4) levels. Based on those factors, a risk level is assigned.

Table 2. Levels of probability and severity for individual 5G threats

Threat ID Probability (1-3) Severity (1-4) Overall risk (1-12) Risk level
01 Improbable (1) Critical (4) 4 moderate
02 Frequent (3) Critical (4) 12 extreme
03 Probable (2) Critical (4) 8 high
04 Improbable (1) Significant (3) 3 low
05 Probable (2) Significant (3) 6 moderate
06 Probable (2) Critical (4) 8 high
07 Frequent (3) Significant (3) 9 high
08 Frequent (3) Critical (4) 12 extreme

(ENISA, 2020b; ENISA, 2020c; Liyanage at al., 2018; Palmer, 2019)

As we can see from Table 2, the threats with extreme risk level are (02) Traffic sniffing and (08)
Injection attacks.

4. Conclusions

Security is not a one-time event in any evolving technology, but it's a continuing process, and 5G
technology is not an exception. Regardless of a considerable amount of 5G security work at the
level of standards, significant unknowns remain. Professionals have to regularly study and
implement GSMA and 3GPP recommendations to protect their 5G networks.

5G technology is vital for consumers, businesses and the digital economy as we move into Industry
4.0 and explore all that 5G has to offer, including things we haven't thought of yet. 5G is of great
importance because it can support millions of devices at ultrafast speeds and transform people's
lives worldwide. 5G brings ground-breaking services to consumers and businesses. It could be one
of the most critical drivers of innovation and economic growth over the following decade,
generating many new, high-paying jobs.

5. Acknowledgement

This paper was supported by Internal Grant Agency of the Prague University of Economics and
Business in Prague with project number 1G406020.

66



6. References

Ahmad, F., Adnane, A., Franqueira, V., Kurugollu, F., & Liu, L. (2018). Man-In-The-Middle Attacks in Vehicular Ad-
Hoc Networks: Evaluating the Impact of Attackers’ Strategies. Sensors, 18(11), 4040.

Ahmad, I., Shahabuddin, S., Kumar, T., Okwuibe, J., Gurtov, A., & Ylianttila, M. (2019). Security for 5G and Beyond.
IEEE Communications Surveys Tutorials, 21(4), 3682—3722. https://doi.org/10.1109/COMST.2019.2916180

Alam, S., & De, D. (2014). Analysis of Security Threats in Wireless Sensor Network. International Journal of Wireless
& Mobile Networks, 6(2), 35—46. https://doi.org/10.5121/ijwmn.2014.6204

Baker, A. (2021, February 1). WHAT IS 4G, LTE, 5G AND HOW ARE THEY DIFFERENT? WilsonAmplifiers.
https://www.wilsonamplifiers.com/blog/the-difference-between-4g-Ite-and-5g/

Charig, N. (2021, 03). The impact of 5G on power electronics. Power and Beyond. https://www.power-and-
beyond.com/the-impact-of-5g-on-power-electronics-a-1011360/

Cisco. (2018). Cisco Annual Internet Report—Cisco Annual Internet Report (2018-2023) White Paper. Cisco.
https://www.cisco.com/c/en/us/solutions/collateral/executive-perspectives/annual-internet-report/white-paper-
€11-741490.html

Doucek, P., Pavli¢ek A., & Luc L. (2018). Internet of Things or Surveillance of Things?, 11th International Conference
on Research and Practical Issues of Enterprise Information Systems (CONFENIS) 2017, 45-55.
https://hal.inria.fr/hal-01888639/document

Duijm, N. J. (2015). Recommendations on the use and design of risk matrices. Safety Science, 76, 21-31.
https://doi.org/10.1016/j.ssci.2015.02.014

English, T. (2021, February 24). 6G Wireless Technology is Coming—Here’s What it Means. Interesting Engineering.
https://interestingengineering.com/6g-what-why-when

European Union Agency for Network and Information Security. (2017). ENISA Security aspects of virtualization.

European Union Agency for Network and Information Security. (2020a). ENISA Threat Landscape 2020 Reports:
Research topics.

European Union Agency for Network and Information Security. (2020b). ENISA THREAT LANDSCAPE FOR 5G
NETWORKS.

European Union Agency for Network and Information Security. (2020c). ENISA Threat Landscape: The year in
review.

Gavri¢, Z., & Simi¢, D. (2018). Overview of DOS attacks on wireless sensor networks and experimental results for
simulation of interference attacks. Ingenieria e Investigacion, 38(1), 130-138.
https://doi.org/10.15446/ing.investig.v38n1.65453

Ghannam, R., Sharevski, F., & Chung, A. (2018). User-targeted Denial-of-Service Attacks in LTE Mobile Networks.
2018 14th International Conference on Wireless and Mobile Computing, Networking and Communications
(WiMob), 1-8. https://doi.org/10.1109/WiMOB.2018.8589140

Gonzalez-Manzano, L., Mahbub, U., de Fuentes, J. M., & Chellappa, R. (2020). Impact of injection attacks on sensor-
based continuous authentication for smartphones. Computer Communications, 163, 150-161.
https://doi.org/10.1016/j.comcom.2020.08.022

GSMA. (2020, 05). Securing the 5G Era. Security. https://www.gsma.com/security/securing-the-5g-era/

Huawei. (20186, 01). 5G_Security_Whitepaper_en.pdf.
https://www.huawei.com/minisite/5g/img/5G_Security_Whitepaper_en.pdf
ITU. (2021, February 2). Beyond 5G: What’s next for IMT?

https://www.itu.int/en/myitu/News/2021/02/02/09/20/Beyond-5G-IMT-2020-update-new-Recommendation

Johnston, R. (2020, June 18). O2 launching 5G in Prague’s center, but full coverage depends on upcoming tender.
Expats Cz. https://news.expats.cz/prague-technology/o2-launching-5g-in-the-centers-of-prague-but-full-
coverage-depends-on-auction/

Liyanage, M., Ahmad, I., Abro, A. B., Gurtov, A., & Ylianttila, M. (Eds.). (2018). Comprehensive guide to 5G
security. Wiley.

67



Mavoungou, S., Kaddoum, G., Taha, M., & Matar, G. (2016). Survey on Threats and Attacks on Mobile Networks.
IEEE Access, 4, 4543-4572. https://doi.org/10.1109/ACCESS.2016.2601009

Minoli, D., & Occhiogrosso, B. (2019). Practical Aspects for the Integration of 5G Networks and 10T Applications in
Smart Cities Environments. Wireless Communications and Mobile Computing, 2019, e5710834.
https://doi.org/10.1155/2019/5710834

Naseeb, C. (2020, April 27). 5G — Fifth Generation of Mobile Networks Part 1. Medium.
https://medium.com/illumination/5g-fifth-generation-of-mobile-networks-part-1-f32d7f003686

Newsome, J., Shi, E., Song, D., & Perrig, A. (2004). The Sybil Attack in Sensor Networks: Analysis & Defenses
(Association for Computing Machinery & Institute of Electrical and Electronics Engineers, Eds.). Association for
Computing Machinery.

NIS. (2020). Report on Member States’ Progress in Implementing the EU Toolbox on 5G Cybersecurity. NIS
COOPERATION GROUP.

Palmer, D. (2019, March 1). lloT security: Why it matters, why it needs to be much better. ZDNet.
https://www.zdnet.com/article/iiot-security-why-it-matters-why-it-needs-to-be-much-better/

Pattaranantakul, M., He, R., Song, Q., Zhang, Z., & Meddahi, A. (2018). NFV Security Survey: From Use Case Driven
Threat Analysis to State-of-the-Art Countermeasures. IEEE Communications Surveys Tutorials, 20(4), 3330—
3368. https://doi.org/10.1109/COMST.2018.2859449

Potan¢ok, M., & Cerny, J. (2020). Competitive technical intelligence: using patent data to determine smart city trends.
Journal of Urban and Regional Analysis [online]. p. 5-17. elSSN 2068-9969. ISSN 2067-4082. DOI:
10.37043/JURA.2020.12.1.1.
http://www.jurareview.ro/resources/pdf/ivolume_29 competitive_technical_intelligence:_using_patent_data to_d
etermine_smart_city_trends_abstract.pdf.

Shikha, J., & Raman, M. (2014). Comparative Analysis of Flooding and Jamming Attacks in Wireless Sensor
Networks. International Journal of Engineering Research & Technology.

Sowah, R. A., Ofori-Amanfo, K. B., Mills, G. A., & Koumadi, K. M. (2019). Detection and Prevention of Man-in-the-
Middle Spoofing Attacks in MANETSs Using Predictive Techniques in Artificial Neural Networks (ANN).
Journal of Computer Networks and Communications, 2019, 1-14. https://doi.org/10.1155/2019/4683982

Staff, C. W. (2019, June). June: 5G in the Workplace. Connected World. https://connectedworld.com/june-5g-in-the-
workplace/

Tibken, S. (2019, December 7). 5G in 2019 underwhelmed. Here’s how 2020 should be different—CNET. Cnet.
https://www.cnet.com/news/5g-in-2019-underwhelmed-heres-how-2020-should-be-different/

Wang, M., Zhu, T., Zhang, T., Zhang, J., Yu, S., & Zhou, W. (2020). Security and privacy in 6G networks: New areas
and new challenges. Digital Communications and Networks, 6(3), 281-291.
https://doi.org/10.1016/j.dcan.2020.07.003

Wang, Y. M., Cui, X. X., & Fan, X. H. (2014). Protecting Location Privacy against Traffic Analysis in Wireless Sensor
Networks with LEACH Routing Protocol. Applied Mechanics and Materials, 513-517, 1233-1240.
https://doi.org/10.4028/www.scientific.net/ AMM.513-517.1233

Wraycastle. (2019, October 16). 4G vs 5G Security, The Key Differences. Wray Castle.
https://wraycastle.com/blogs/news/4g-vs-5g-security-the-key-differences

68



SECURITY GOVERNANCE IN CLOUD ENVIRONMENT

Martin Zbofil

Faculty of Informatics and Statistics
Prague University of Economics and Business
zbom01l@vse.cz

Keywords

Cloud computing, cloud governance, cloud controls, shared responsibility, cloud security
Abstract

Cloud governance plays an important role in the effectiveness and security of cloud services and
the entire IT environment of any organization. The target of this paper is to introduce five areas of
cloud security governance that are considered as the most important one by the paper’s author.
The areas were identified through a review of existing publications and by the author’s personal
experience with cloud environments. The author also provided a comprehensive literature review of
cloud computing bases that affect cloud security governance in organizations (e.g. cloud adoption).
As the most important areas, the author identified contracts with cloud vendors, shared
responsibility model, cloud controls catalogs, possibilities of cloud platforms and compliance
(regulations). The discrepancies within these areas may lead to severe security and operating
issues related to the deployed cloud services.

1. Introduction

Technology transformation and innovation are visible in organizations from all sectors around the
world. One trend in the technology transformation, also referenced as “digital transformation” is the
adoption of cloud solutions that bring organizations benefits from many perspectives. The speed of
the adoption was in the previous year greatly affected and increased due to the COVID-19. Multiple
business reports and analyses also described this increased trend: “In a sense, the global health
crisis has served as a de facto catalyst for establishing the value and flexibility of cloud computing
(once again) and led to accelerated adoption. This global health crisis has proved to be an
opportunity for the cloud market, with a definite surge in cloud adoption globally across diverse
industries. According to Gartner, in the aftermath of the Covid-19 crisis, the worldwide end-user
spending on public cloud services is forecast to grow 18.4% in 2021 to total $304.9 billion.”
(Aggarwal, 2021) Another analysis describes the situation as: “A confluence of existing factors
driving cloud transition has been further accelerated by the COVID-19 crisis: Cloud spending rose
37% to $29 billion during the first quarter of 2020. This trend is likely to persist, as the exodus to
virtual work underscores the urgency for scalable, secure, reliable, cost-effective off-premises
technology services. In fact, despite the inevitable economic downturn in the wake of the pandemic,
cloud spending is estimated to rise 19% for the full year, even as IT spending as a whole is forecast
to fall 8%, according to industry analyst Gartner. (...) In a recent PwC survey, almost 75% of
finance leaders said they were planning for a more agile business environment going forward; the
cloud’s flexible cost and scalable service can be an important component of this agility. ” (PwC,
2020).
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Cloud adoption had, nevertheless, an increasing trend even before the COVID-19 crisis. The
analysis of the increased cloud adoption and usage are described in reports such as Cloud Security
Report 2020 (Check Point, 2020), State of the Cloud Report 2020 (Flexera, 2020), Cloud Adoption
and Risk Report 2019 (McAfee, 2018), Cloud Security Report 2018 (Crowd Research Partners,
2018) and State of Cloud Security 2018 (Cloud Security Alliance, 2018).

From the above-stated findings, it is obvious that the importance for the complete and correct (or at
least sufficient) governance level of cloud environment is highly required. Any lack or discrepancy
in the cloud governance might result in severe security issues since e.g. the cloud resources would
not be managed correctly, responsibilities would not be clearly assigned, or administrators would
not operate and configure the resources according to defined processes.

In the beginning, the definition of cloud computing is important to be included. National Institute of
Standards and Technology defines that as: “a model for enabling ubiquitous, convenient, on-
demand network access to a shared pool of configurable computing resources (...) that can be
rapidly provisioned and released with minimal management effort or service provider interaction.”
(Mell, et al., 2011) The document further defines five essential characteristics of each cloud (on-
demand self-service, resource pooling, measured services, broad network access, and rapid
elasticity), and two cloud models (service and deployment). The service model defines what is
provisioned — Infrastructure-as-a-Service (laaS), Platform-as-a-Service (PaaS), Software-as-a-
Service (SaaS). On the contrary, the deployment model defines how a cloud service is provisioned
— Public cloud, Private cloud, Hybrid cloud, Community cloud.

The authors of (Jackson, et al., 2018) look at cloud computing from a different perspective: "Cloud
computing is a model. It is not a specific technology. You cannot go and buy a cloud computer. The
term is used to describe an economic and operational model for the provisioning and consumption
of IT infrastructure and associated services." Besides the technical factors and aspects, the authors
of this publication further emphasize and pay great attention to the financial and strategy (business)
factors and aspects that play a significant role in the success of cloud adoption in any organization.
The authors also touch on the cloud adoption process since cloud solutions in all organizations
always start with their adoption. Cloud adoption is there defined as: “Cloud adoption is a core
component of digital transformation. Organizations must align modern technology and current
economic models to business strategy. Transformation requires a new approach that balances cost
and technology choices with company direction and client consumption models.” Many other
topics that relate to the architecting and governing of cloud solutions are further described in this
publication.

Regarding the mentioned cloud adoption, many researchers have already analyzed the factors that
positively and negatively affect the decision-making whether to adopt cloud solution and success of
the complete cloud adoption. The authors of the article (Oke, et al., 2011) reviewed 8 particular
publications with research that aimed to identify the most significant factors of cloud adoption. As a
result, the authors gathered fifteen factors: Competitive pressure from within the industry, Size of
the organization, Capacity of the organization, Structural template (necessary infrastructure
needed), Specialized human resources, Nature of the industry, Technological advancement,
Willingness of clients, Availability, Reliable data storage, Performance, Cost of accessibility,
Perceived ease of use, Privacy, Client’s readiness

Capability Maturity Model (CMM) adjusted to cloud environment that enables to assess the
maturity level of organization’s processes is presented in (Moonasar, et al., 2020). The authors
defined the particular levels based on the maturity within seven areas: IT Governance, Service
model, Deployment model, TOE (Technology, Organization, Environment), DOI (Diffusion of
Innovation), RDT (Resource dependency theory). Examples of the level definitions are present in
Figure 1.
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Level Domain DOI TOE RDT IT Governance Service Model

Level 1: Description Innovation not driven Technology not cloud Control of all No doud compliance and All infrastructure,
Initial through CC based, no top management resources by security process or platforms and
involvement organization governance software onsite
Effects Bottom Up IT usage, There are some risks to the organization and benefits of CC cannot be unfolded to its potential
Recommendation Formalize usage of CC, Address issues of management support
Level 2: Description Innovation through Performance of Assess different Awareness of CC Assess impact of
Assessing technology is assessed, applications in the cloud cloud service governance issues. the different
Reinvention through new  assessed (includes provider models, Assessment of cloud service
features and functionality bandwidth and latencies) contracts and SLAs.  organizational knowledge models on
of cloud evaluated Organizational awareness  Consider data acquisition organizations
of CC ingestion and business model

egestion impacts
Figure 1 Example of Cloud Capability Maturity Model definitions (Moonasar, et al., 2020)

The possibilities that organizations have in the area of cloud governance and management are
greatly affected by the possibilities provided by the cloud vendors. For that purpose, a very detailed
assessment of cloud vendors, including a very precise identification of organizations’ requirements
should be performed. The authors of (Svata, et al., 2020) focused in their publication on the
identification of significant areas within the cloud vendors assessment and split the controls into six
categories — infrastructure and technology, information security, vendor quality, service quality,
pricing and (additional category) ERP applications quality. In their subsequent article (Svata, et al.,
2020), the authors focused on a detailed analysis of infrastructure/technology and information
security areas.

2. Methods

The author of this paper finds an answer to the research question What are the main areas of cloud
security governance in organizations?

The target of this paper is to provide readers with research results dedicated to answering the two
above-stated questions. For this purpose, the author researched a significant quantity of articles and
frameworks that are relevant to the topic of cloud governance. The author also draws from his
professional experience with cloud solutions in organizations.

The initial literature review within Introduction chapter presented important theory and findings
that serve as a theoretical basis for the main research within the cloud governance area. Then, the
analysis-synthesis method was applied for the research findings. The particular research results are
divided into separate Sections 3.1 — 3.5.

3. Results

The authors of (Shaker, et al., 2014) define cloud governance as: "A Cloud governance should
contain processes to apply Cloud Computing inside the organizations and applied controls to
facilitate it. Moreover, it must adopt the organizational roles and responsibilities to ensure better
support of implementing Cloud Computing governance. Finally, it should use all available
technology tools that will help to apply the governance framework.” Another definition of cloud
governance is provided in (Bounagui, et al., 2014): "governance of cloud is more than policy
management and defining processes and procedures to ensure that those policies have been
correctly implemented. Cloud governance is about to support business strategy and ensure
delivering value, service quality, and security regardless of controls and physical location of data
and services."
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The sections below are dedicated to particular areas that play a significant role in the governance of
the cloud environment in organizations.

3.1. Contracts

Contracts with cloud vendors are one of the most important and powerful tools for assuring the
organization receives the negotiated quality of the cloud service. “The contract is your only
guarantee of any level of service or commitment — assuming there is no breach of contract, which
tosses everything into a legal scenario. Contracts are the primary tool to extend governance into
business partners and providers.” (Brunette, et al.) The areas present in the contract should cover
e.g. data location, secure data deletion (incl. after service provision termination), protection of data,
terms of contract termination, privacy concerns, monitoring of resources and many other areas.
(Bushey, et al., 2015)

The easiness of negotiation and importance of the well-negotiated contracts greatly differ with
service and deployment cloud models. The service model affects the number of cloud resources and
the level of their competencies in the organization. E.g. the contract for the Software-as-a-Service
model, where organizations receive complete software without any maintenance of the underlying
infrastructure, is more important than for organization that utilizes the Infrastructure-as-a-Service
model where they receive only the underlying infrastructure and maintain everything builds on it.
Similarly, at the deployment model, organizations will have it easier to negotiate a contract for the
private cloud than for the public cloud where the service is shared with much more
users/organizations. The easiness of the contract negotiation is naturally affected also by the size of
the organization. (Brunette, et al.)

As the main contract for the cloud services is considered the Service Level Agreement that defines
the quality of the provisioned cloud service. The SLA should also cover the entire life cycle of the
service (Labidi, et al., 2018).

The contracts with cloud providers, however, might be hard to negotiate. This might especially
come with the biggest cloud providers that have a large number of customers. Then, organizations
need to consider whether they accept the contract offered by the providers or address a different
cloud provider.

3.2. Shared responsibility

The shared responsibility principle indicates that some portion of the responsibilities at the cloud
service provider’s (CSP) side and some of them on the cloud service customer’s (CSC) side. The
responsibilities should be clearly defined to avoid any blank spot where one side would assume that
it is the responsibility of the second side (Synopsys, 2018). The exemplary division of
responsibilities of 1aaS, PaaS and SaaS solutions are visible in Figure 2.
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laas Paas SaaS
On-premises (Infrastructure-as-a-Service) (Platform-as-a-Service) (Software-as-a-Service)
. Customer
o s
q q Vi zati izatio
[} Cloud Service Provider Ui i m pEERzo]
Responsiilty | o newo e |

Figure 2 Shared responsibility model between Cloud Service Customer and Provider (Oracle & KPMG, 2020)

Insufficiently and unclearly defined responsibilities may have a severe security impact on any
organization. Besides, (in)correct understanding of the shared responsibility model principle affects
also compliance with standards and regulations. The consequence is that when a CSP declares that
its platform is compliant with a certain regulation, it does not mean that the implemented cloud
platform/solutions within a certain CSC is also compliant. The CSC needs to ensure that also the
part that is under its responsibility is compliant with the regulation.

3.3. Cloud controls catalog

Organizations should onboard controls or perform an assessment with the usage of those controls to
ensure that the cloud environment has been deployed, managed and governed well. As an example,
three widely known control catalogs will be present.

The standard 1ISO/IEC 27017 Code of practice for information security controls based on ISO/IEC
27002 for cloud services is an extension of highly used standard ISO/IEC 27001 Information
security management systems — Requirements, or more precisely ISO/IEC 27002 Code of practice
for information security controls. It leverages all controls from the original catalog and where
possible, it enlarges them with cloud-specific requirements for CSP and CSC. Besides, several new
cloud-specific controls are added. In total, the catalog consists of 121 controls and 14 domains.

The second catalog was developed by Cloud Security Alliance and is named Cloud Controls Matrix
(CCM). This catalog contains 197 controls divided into 17 domains. The examples of domains are
Change Control & Configuration Management, Data Security & Information Lifecycle
Management and Infrastructure & Virtualization Security. The catalog is applicable to be used on
both CSP and CSC sides, however, the primary usage is meant for CSP.

The last cloud catalog is developed by Federal Office for Information Security (Germany) and is
called Cloud Computing Compliance Criteria Catalogue (C5). This catalog is partly built on the
previous CCM and the primary usage is also meant for CSP. This catalog includes 196 controls
divided into also 17 domains.

3.4. Cloud platform capabilities

Many cloud providers offer their customers security services that enable easy implementation of
security controls within the cloud environment. CSCs have usually also the opportunity to select a
group of controls that is applicable for some standard or regulation (e.g. ISO/IEC 27001, Payment
Card Industry Data Security Standard).
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An example of such a service is Azure Policy in the Microsoft Azure platform. This service enables
organizations also to apply their internal policies and restrictions on the cloud environment. The
example applied controls in Azure Policy are visible in Figure 3.

& Policy | Compliance -

> assign policy [5» Assign initiative () Refresh

< Overview Scope Type Compliance state Search

| [ -| | Al definition types ~ | | All compliance states ~ || Filter by name or ID...

8 Compliance ~ i o .
Overall resource compliance @ Resources by compliance state @ Non-compliant initiatives @ Non-compliant policies @

3 = 46

#) Assignments

Definitions

1, Compliance state T irce compliance Ty Non-Compliant Resources

Exemptions

@ Non-compliant 13 out of 79) 66

- = =
2z 12 2
E b 8

Related Services

© Non-compliant (13 out of 79) 66

Figure 3 Shared responsibility model between Cloud Service Customer and Provider (Oracle & KPMG, 2020)

Similarly, Amazon within its Amazon Web Services platform offers the Security Hub service and
Google within its Google Cloud Platform offers the Security and Command Center service.

3.5. Compliance

The above-mentioned cloud platform capabilities provide organizations with a tool that may
support them with achieving compliance with certain standards or regulations. These capabilities
might not be 100 % accurate since they might not necessarily cover all possible configurations,
however, they offer a quick indication of the compliance state.

The cloud environment adheres to the compliance requirements similarly to the on-premise
environment. Among the often regulations that are often linked with the cloud environment belong
e.g. General Data Protection Regulation (GDPR), Payment Card Industry Data Security Standard
(PCI-DSS) or Health Insurance Portability and Accountability Act (HIPAA) (Cloud Standards
Customer Council, 2016).

4. Discussion

This paper offered an overview of five areas that the author of this paper considers among the most
important ones for the correct cloud security governance in organizations. The selection of those
areas was performed based on the research of existing publications and author’s own experience in
the cloud security area. Nevertheless, the organizations should bear in their minds that cloud
security governance starts with the entire beginning of cloud service adoption. They should invest a
significant amount of time and energy to identify all requirements and plan the governance of the
environment. If this phase is underestimated, it may bring a significant impact in some of the later
phases. The analogy is with software development where late major changes bring a great delay and
inconsistency. Organizations should assure that their approach to cloud security governance is
sufficient. One of the most effective ways how to find that is to have an external independent
assessment in this area performed. The specialized companies are able to effectively identify
discrepancies in any area of cloud governance. Besides, the organizations should receive also a list
of recommendations to the identified findings.
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Abstract

Nowadays, streaming services are very popular. We can meet them in the form of providing content
(stored or live) or in companies in the form of analytics. In every possible form of streaming
service, there is one thing in common, namely the customer of the streaming service. The
information that the customer leaves us during its use is an important commodity of the company.
With the help of the article, we try to capture both possible forms of streaming and present them in
more detail. Content streaming and streaming analytics are interconnected, for example,
companies that provide content streaming (such as Netflix) use cloud analytics to analyze their
data. The article describes the general possibilities of streaming and their possible platforms based
on the subject of streaming. In the next part of the article, we present streaming in the form of
analytics, which is appearing more and more in companies.

1. Introduction

Streaming and streaming services are a major phenomenon today. Popularity of the streaming
services has significant development which can be named almost as a boom. According to (Bacon,
2020) during the pandemic in 2020, the use of streaming services increased by 37%. Streaming
service is a content, which is delivered to consumer via an Internet connection to the subscriber's
computer, TV or any mobile device which is connected to the internet (PCMAG, 2021). Streaming
is a method of transmitting or receiving electronic data (especially video and audio) over a
computer network as continuous flow of a date. Important part of the streaming is a situation, that
user can watch/listen the video although the rest of the data of the flow is still being received
(Corriveau, 2019). Streaming is based on the electronic communication which gave us a lot of
various ways how to analyze our subscribers. The incredible growth of the number of subscribers
the providers want to know their users (customers). The revenue generated by the whole streaming
services market is projected to reach 71 billion USD in 2021 and until 2025 is projected to reach
149 billion USD until 2026 (Reports, 2021). The most important factors driving the size of the
market with streaming services are the increasing number of mobile devices, increasing amount of
internet users, increasing speed of the internet connection, the effects of the COVID-19 pandemic,
and the growing need for delivering digital content to maximum number of the end users (Reports,
2021).
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Factors, which will drive streaming services market to the revenue projected for 2026 are various
technological innovations. The highest impact into the streaming services market have Artificial
Intelligence (Al), block-chain technology, deep learning, and natural language processing which
increase ability of the providers of the digital content to analyze the customers/users of provided
digital content.
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Figure 1. Projected mount of subscribers of video streaming providers between years 2020-2025.
Source (Stoll, 2021)

One of the first providers to achieve the highest market share today is Netflix, a global company
(operating in 190 countries). In December 2020, it had almost 200 million subscribers as displayed
in the picture bellow. The biggest competitors are Amazon Prime with 130 million users and
Disney + with 90 million users.

From revenue point of view, the Netflix has revenue 25 billion USD (Netflix, 2021) in 2020 as well
as Amazon Prime Video with revenue 25.21 billion USD (Brian, 2021) and Disnhey+ has revenue
18 billion USD (Mansoor, 2020) both with significantly lower number of subscribers in comparison
with Netflix.

The goal of this paper is analysis of the key aspects important for analysis of the customer
(subscriber) of the video streaming services as a precondition for definition of the “Architectural
design of a data-oriented solution for streaming services” and using data mining technic for better
understanding clients life cycle based on information in data (Potancok, Stepanek, Marik,
Sperkova, Vitova-Duskova, 2020).

2. Methodology

The most important part of the definition, in respect of the methodology, is selection of the area of
“streaming services and data analytics”. This paper is devoted to the lifecycle of the customer using
the streaming services.
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This paper is based mainly on analysis and synthesis of existing state of the art which allows us
define new approaches important for the definition of the “Architectural design of a data-oriented
solution for streaming services” and finding new patterns in data within methods of data mining.

2.1. General streaming options

Streaming comes from the English word "stream”, which means stream of water. Streaming is the
flow of traffic from a streaming service provider to end users. We may include in the streaming
service the transmission of only audio (audio) content or the transmission of audiovisual content.

Streaming can be divided into individual categories within different dimensions: by content, by
time and by bitstream variability (Popelka, 2013). Streaming can be divided according to the form
of streaming, i.e. live streaming or streaming of stored content.

e Categories according to individual dimensions

o According to the content: According to (Popelka, 2013), within content, we can
divide streaming into two categories. The first category is the subject of transmission
of audio only and the second category is the subject of video and audio transmission,
ie. Audiovisual content.

o According to time: Within time, streaming can also be divided into two categories
(Popelka, 2013). The first category includes streaming by broadcast time, and within
the second category, streaming is independent of broadcast time. We can include
television or online broadcasting in the first category. In the second category we can
include VoD (Video on Demand) or offline streaming.

o According to bit rate variability: Within a variable bitstream, we can distinguish
between non-adaptive and adaptive streaming (Popelka, 2013). Non-adaptive
streaming is one where the client chooses the quality of the content. The quality of
content can include higher resolution, bit rate, etc. In contrast, adaptive streaming is
more autonomous. If the quality of the data line (network connection) decreases, the
quality of the streamed content will automatically decrease.

e Categories by form of streaming

o Live streaming: In live streaming, a content provider provides the user with content
that is currently in progress. Within content, this can be online reports, news or other
shared online content. The specificity of live streaming is that, on the one hand,
there is a real-time video transmission device that transmits in real time through the
provider to the user or users. (Spurny, 2017)

o Streaming stored content: Streaming stored content is streaming where the content
has long been uploaded and is stored in a cloud solution.

2.2. General Platform for streaming services

There are many platforms on the market for streaming stored or live content. The best ones are
evaluated either by the number of users or by the size of the profit. Platforms can be divided into
paid and unpaid platforms. In most cases, paid platforms are used by businesses or personal users
with sensitive live or stored streaming content. On the other hand, unpaid platforms are also
supporting the market. Unpaid platforms usually contain not very sensitive information such as live
advertising, news, experience sharing and others. Unpaid platforms are often used by personal users
such as YouTube. Each platform has a slightly different content, but in most cases, it is videos
containing movies, series, documentaries, tutorials, instructional videos, etc.
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e Overview of platforms within streaming stored content: When choosing a platform, the user
chooses content based on price, content, and area of use. According to (Bacon, 2020)),
Netflix, Amazon Prime Video, Disney +, HULU and HBO NOW / HBO Go are among the
top ten among paid streaming platforms for TV shows. For the Brightcove Engage,
UStream (IBM Cloud Video), Kaltura, Wowza and Vimeo business areas.

e Overview of platforms within live streaming: There are also many platforms for live
streaming. According to (Shahzeidi, 2020.) the best is YouTube live, Facebook Live,
Instagram Live, LinkedIn Live, Twitter Live, TikTok Live, Snapchat Live, Twitch. For live
streaming within computer games is Facebook Gaming, YouTube Gaming, Uscreen,
Wowza and others.

3. Results & Discussion

Two main factors influencing the definition of the life cycle of the customer (subscriber) are:
e the subject of business, which is providing streaming services to the subscriber and
e the company's goals, which is usually increasing revenue and profit.

Each customer carries data information that may be key one for the company providing streaming
services. Each data/information about the customer can affect not only the direction of the business,
but also the size of the business. Properly grasped data (technically and analytically) can help with
customer retention, increase profits, and improve user-to-operator communication.

For the purpose of this paper we will be analyzing and discussing mainly the first factor — provided
streaming service and all aspects which can be analyzed in respect of the customer lifecycle.
3.1. Attributes important for streaming data analytics

The most important attributes, which are important for analysis of customer lifecycle are:

e data gained during registration - name and surname, username, password, location,
information about payment methods, new users etc.

e data gained during consumption of the service
o after login - data and time, path of selection

o during usage - direction of used content (genre), the most used genre, the least used
genre, number of intermittent monitoring, number of continuous watches, number of
repeated watches, number of concurrent playback session (if allowed by the
provider), data consumption, new viewers, frequency of usage, average time
watching

o from the connection - IP address, browser, connection speed, equipment, device
screen resolution, from which country is video played

Analysis can be done with accent on the following factors important for the provider of the service.
All the above-mentioned analysis can be done per each video, live channel, location information,
device type, information about consumer of the service, type of the provided service (recorded
video, live broadcast I real time), quality of the video preferred by the user etc.
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3.2. Data Analytics

Attributes and other factors available for the data analytics are one side only. The second very
important part is the data analysis itself.

We have two basic approaches to data analysis:
e Historical analytics using a historical data for batch analysis and predictive analysis

e Real-time analytics visualize and analyze data immediately as it appears in the computer
system

e Streaming analytics
Historical analytics

Historical analytics is mainly related to DWH (Data warehouse) technologies and approaches
known as Business Intelligence. In the new age the part of the historical analysis can be big data
analysis. Data in case of historical analysis are refreshed mainly on daily frequency. Data analysis
is mainly about Looking backwards because this data and data analysis informs us about history.
Based on the various statistical and data mining approaches we can look ahead and forecast. For the
forecasting the historical data are much better in comparison with data used in real-time analytics.

Using the historical data and external information (e.g. twitter, TV rating, etc.) and correctly placed
hypotheses, we can better analyze the client's life cycle (Nixon, Ciesielski, Philipp, 2019). In the
case of a TV content, we can predict future audiences and reduce the cost of planned advertising
and increase the company's profit (Zhu, Cheng, Wang, 2017). In the case of streaming stored
content, we can predict the probability of popularity of an individual program (i.e. a movie, series,
etc.) to a specific user and recommend suitable content. Through this process, we can increase the
satisfaction of users of the platform.

Within historical analytics we can use data mining methods such as unsupervised learning and
supervised learning. Using these methods, a company can get to know its users or viewers in depth.

Real-time Analytics

Real-time analytics helps and allows organizations analyze data immediately as it appears in the
computer system / as the data is available. Real-time analytics are crucial to a modern support
strategy (Martin, 2019). In real-time we can visualize amount of calls in a real-time, changing
queues, and which channels need support to improve the efficiency. Important use case of the real-
time analytics is support of analyzing risks which helps companies avoid possible negative factors.
From positive side the real-time analytics helps companies with improving their results vis an
increase in profits, improved customer service and new customer ventures. Important factor of the
real-time analytics it technical (hardware side). Real-time analytics (sometime called streaming
analytics) platforms can process millions of events per second. “Because data in a Streaming
Analytics environment is processed before it lands in a database, the technology supports much
faster decision making than possible with traditional data analytics technologies,” Philip Howard
of Bloor Research said in a recent Datamation interview (Freeman, 2016).

Real-time analytics can be split into:

e On-demand real-time analytics is a reactive approach, in which user processes a request
through query and then delivers the result as analytics

e Continuous real-time analytics, which is more proactive type of analysis in which users are
continuously informed about ne situations via alerting in real time.

Advantages of the real-time analytics
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e errors within the organization are known instantly (for example, real-time insight into errors
helps organization react quickly to mitigate the effects of an operational problem)

e it allows the companies to be more competitive in real time

e cost savings (for example, the company need not wait for decision company’s leaders for
some decision, but they can quickly react of the new thing in the market and save a lot of
money) and many more ...

Disadvantages of the real-time analytics
e high purchase price, not many expert available,
e high maintenance cost, etc.

Streaming Analytics

Streaming analytics is a data processing discipline sometimes called as an event stream processing
which provide some action on real-time data though the use of continuous queries (Freeman, 2016).
Streaming analytics connects to external data sources, which allows applications to integrate certain
data into the application flow or update the external database with processed information.
According to analyst Philip Howard who says the stream is actually a development of Complex
Event Processing (CEP). CEP and streaming analytics services enable actions that are based on
analyzing a series of events that have just occurred (Freeman, 2016).

The streaming analysis analyze motion data using continuous queries. The most important part of
this definition is that analyzed streams are triggered by a specific event. This event usually happens
because of an action or set of actions. Streaming analytics provide quick and appropriate time-
sensitive processing. Examples of actions can be financial transaction, a website click, starting of
video streaming or logging to the system of the streaming data provider. The goal of the usage of
the streaming analytics platforms is extraction of business value from data.

Streaming analytical approaches becomes one of the most important terms in Big data analytics /
Fast Data analytics for companies. These types of analysis enable companies to use all available
data immediately. Companies can via streaming analytics generate analytics reports as and when
the data appears. It ideally takes a minute. Furthermore, using streaming analytics, enterprises can
receive fresh and contextual analytics reports.

Advantages of the streaming analytics:

e providing a deeper view of the data through visualization (for example, KPI data can be
viewed in real time)

e real time understanding of customer behavior (for example, enables the company to obtain
quick information about the customer's life cycle and his habits and thanks to that he can
quickly respond to his needs)

e it allows companies to stay competitive (for example, allows the company to identify scale
trends, compile information and generate company forecasts etc.)

e reduced Costs of companies (for example, streaming analytics reduce expenses on end user
questionaring) and many more...

Disadvantages of the streaming analytics
e not many expert available,

¢ high purchase price etc.

82



4. Conclusions

Streaming and streaming services are a major phenomenon today with significant increase of the
number of users and revenue generated by the market. The demand side of the streaming services
expect increasing amount of content provided by the provider and on contrary management of the
supply side (provider) need relevant in formation to be able to make relevant decisions not only
about the content but especially about pricing for the services, investments into marketing
supporting growth etc. The management of the supply side needs information as soon as possible to
be able to make fast decisions. These decisions are based on proper categorization of streaming
services.

Categorization of streaming services can be based on various attributes. One of the most important
breakdowns is form of streaming, which is life streaming and streaming of stored content. For the
customer lifecycle we must work with specific set of attributes, which are valid for both types of
mentioned streaming services. We identified three groups of attributes important for both types of
streaming services.

All groups of attributes can be based on three different approaches to analysis and each of them
requires different technologies, costs, and preconditions.

Having information in real time is a new trend that brings companies greater competitiveness. Who
has correct data first wins. The price for real-time data are higher costs in comparison with
historical analysis. For these reasons all companies must always consider which analysis method
best suits to them based on the available data and expected delivery speed of the data. Each method
has own advantages, which can be used with right combination of data and technology and these
reasons can lead to usage of the combination of all approaches in a company. The streaming
analysis for the most important data with fast delivery of information and immediate action and
real-time/historical analysis for other analysis.
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Abstract

Chatbot is currently known as one of trends in the Fourth Industrial Revolution. However, there
are no proven approaches to measure its effectiveness. The main objective of this paper is to
investigate this issue, describe its current state, and to analyse possible known alternatives for
measuring the chatbot effectiveness further and to possibly identify a suitable approach according
to selected criteria. A literature search was performed within the paper's concept. A document
study, questionnaire survey (in the form of pairwise comparison, where output is an expert opinion)
and a semi-structured interview were used as specific data collection techniques. The 2018
approach by D. Peras was selected to carry out an analysis of approaches to measuring chatbot
effectiveness.

1. Introduction

The start and adoption of the "Industry 4.0" initiative has progressively changed and continues to
change the thinking philosophy of today's companies. Under this concept, one can imagine the
transformation of production into a fully integrated automated and continuously optimised
environment, which regards the digitisation of industrial production, as well as a comprehensive
system of changes associated with phenomena such as the Internet of Things, Services and People,
autonomous robots and artificial intelligence development, Big Data analysis, digital twin,
virtualisation, cloud computing, and augmented reality. The third industrial revolution gave
companies the form of information, i.e., information knowledge, which contains the ability to
manage information efficiently. The fourth industrial revolution subsequently follows and enables
the use of newly introduced technologies to streamline the use of resources significantly (Mohelska
& Sokolova, 2021). The focus of this paper is about a technology called chat robot, more frequently
referred to as chatbot, which can be included among the trends mentioned above. While its origin
dates to the 1960s, it generally began to find its use in various forms in the recent years
(Kotouckova, 2020), (Bures et al., 2012). Because of its abundant deployment, it is often discussed
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whether it really fulfils its purpose, or it is merely an idea of the robot's ability to effectively replace
human activity. A company needs to have a well-established process for measuring this
technology's effectiveness to be able to answer this question. However, a unified approach has not
been developed yet to be used frequently, and this is the focus of this paper.

2. Research Objective and Methodology

The main goal of this paper is to select an appropriate tool for measuring the chatbot effectiveness.
In this regards the following research question was formulated: RQ: "How is it possible to measure
the effectiveness of a chatbot?"

To fulfil the main goal of this paper the following sub-goals must be carried out:
1. Definition of the term chatbot - Literature Review
2. Determining the evaluation criteria of tools for measuring chatbot effectiveness
3. Identification of tools that can measure chatbot effectiveness
4. Selection of a suitable tool for measuring the effectiveness of the chatbot

A search of literature was made initially focusing on chat robots, and subsequently on measuring
the effectiveness of IS/ICT and approaches to measuring the chatbot effectiveness. Both printed and
electronic sources were used, mostly foreign studies obtained from scientific databases, such as
Science Direct, Springer, Web of Science. Keywords such as "chatbot", "effectiveness”,
"measurement”, "assessment"”, “evaluation", "metrics", in various combinations were used while
searching these databases. Both quantitative and qualitative research methods were progressively
used to select a suitable tool for measuring the effectiveness of the chatbot. A document study,
questionnaire survey (in the form of pairwise comparison, where output is an expert opinion) and a
semi-structured interview were used as specific data collection techniques. Moreover, a multi-
criteria analysis was performed in the Expert Choice 2000 decision support tool, by which a proper
approach was selected to help measure chatbot effectiveness. Relevant criteria and their individual
weightings were first identified. This was done using an expert opinion produced using the paired
comparison method, in which a total of six KC CSOB experts involved in the issue evaluated the
selected criteria and determined their perceived importance. Comparative results, along with the
calculated weights of the defined criteria, were recorded in the partial and one aggregate Saaty
matrix. Data retrieved and summarized has been transferred into the Expert Choice 2000 analytics
software, using which then, depending on the criteria and their weights, one of the alternatives was
compared and selected, a suitable approach to measuring the effectiveness of the chatbot.

3. Literature Review

3.1. Chatbot

Chatbot (also referred to as "chatterbot” or "chat robot") is a technology for automating or
simulating human conversation. Adamopoulou & Moussiades (2020) consider chatbot as an
artificial intelligence program and a Human—computer Interaction (HCI) model (Mehra, 2021). HCI
interactions are especially interesting for the evolving industry of enterprise chatbots Shawar and
Atwell (2007) define this technology as a computer programme that mediates interaction between it
and a living person using natural language. This means that it should not be recognised that a
person is communicating with a robot during the process, and thus there should be an entirely
abrupt transfer of information between the two parties. Brandtzaeg and Felstad (2017) believe the
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interaction occurs over chat interfaces, which companies frequently put on their websites or by
existing platforms such as Facebook Messenger, WhatsApp, Skype, Slack, and others. Some
include voice-powered virtual assistants such as Siri, SVoice, Google Assistant, Cortana, and Alexa
(Rieke, 2018). Lokman and Zain (2010) believe that its roots date back to 1966, when Professor
Joseph Weizenbaum introduced the first chat robot, called ELIZA, whose behaviour was based on
the simple principle of searching and creating outputs according to the keywords given as inputs,
subjected to the decomposition (transformation) rules, and later it became an inspiration for further
chatbots. In 1995, Dr. Richard S. Wallace came up with A.L.I.C.E. (Artificial Linguistic Internet
Computer Entity). This led to a new Artificial Intelligence Markup Language (AIML), based on
XML (eXtensible Markup Language) dialect, creating naturally speaking software agents. A
mathematician named Alan Turing came up with a test to find if the evaluator (real person)
recognises whether they are conversing with a chatbot or a human individual. In this test everything
takes place in two separate rooms, the evaluator is in one room and human and artificial in the
other. Then the evaluator asks questions to which they receive answers, when a chatbot
conversation was not detected, the machine passed the Turing test. The Loebner Prize has been an
annual competition since 1991 based on passing the Turing test. Russel and Norvig (2010)
however, question the practicality of this test in the Loebner Prize competition. One other
successful chatbot is Mitsuku chatbot created by Steve Worswick, which is the current five-time
Loebner prize winner (Wakefield, 2019).

The application of Chatbot has increased in recent years, its widespread deployment came in 2016
when Facebook and Microsoft started to officially support the use of robots within their platforms
(Khorozov, 2017). Business Insider Intelligence (2016) presents the results of a survey conducted
by Oracle in 2016, where approximately 80% of surveyed American companies owned or planned
to launch a chatbot by 2020 at the latest. According to Nicastro (2018) Inbenta, rated a 50%
preference for chatbot communication when shopping online over customer support calls, with 72%
of shoppers considering its services to be very helpful and error-free. In the Czech Republic, the
Feedyou agency has several cases of successful chatbot implementations in the corporate
environment. Companies such as CEZ, a. s., STRV, s. r. 0., Fincentrum, a. s., Knorr-Bremse, s. r. 0.
and others have benefited from this technology in areas such as HR, customer support, sales or even
GDPR (Feedyou, 2019). To be able to accurately consider the introduction of technology as
successful or effectively fulfilling its purpose it is necessary to consistently measure its
effectiveness. In this regard, no unified approach has been developed that companies could use to
assess their chatbot. Other approaches generally deal with the effectiveness of IS/ICT and further
present approaches to measuring the effectiveness of chatbot, which are based on foreign studies
dealing with this issue.

3.2. Connection with artificial intelligence

Acrtificial Intelligence (Al) is an interdisciplinary science about the formation of machines or
systems that will use a procedure in solving a certain task, which would be considered a
manifestation of their intelligence (Minsky, 1967). This definition is based on the Turing test and
can be liberally interpreted so that the complexity of solved tasks requires the use of human
intelligence. Algorithms and techniques of Al increases the precision of the execution of automated
processes (Ribeiro et al., 2021). Cermak (2018) believes that complexity is characterised by the
number of all possible solutions and the second attribute is limited by knowledge. He adds that Al
deals with the search for boundaries, including the representation of acquired knowledge and
processes, the acquisition and use of it in solving problems, and uses various approaches and
algorithms to find the basis of very complex tasks. According to Stuart and Norvig (2010) Al not
only attempts to understand intelligent entities but also attempts to build them. In 1958, John
McCarthy created a language for artificial intelligence called LISP. In the early 1970s, the
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PROLOG language was created by A. Colmerauer. Moreover, several universal systems were
designed through this period that were unable to solve highly specialised tasks. The expert systems
task is to simulate the decision-making process of specialists in solving complex tasks using a
knowledge base. MYCIN and PROSPECTOR are considered as successful pioneers of expert
systems. Relationships of a social and affective nature that contain artificial entities, like social
chatbots, may now be designed due to advances in Al (Skjuve, et al., 2021). Chatbots can function
using predefined rules based on language structures (rule-based) or using a statistical model of
natural language processing, which deals with the machine learning.

3.3. ICT/IS effectiveness

Molnar (2000) believes it is important to examine systems with a purpose in terms of information
system (IS) and information technology (IT), i.e., information and communication technologies
(ICT). IS represents the need for information, while IT represents the satisfaction of this need.
These systems are called target behaviours. The evaluation of efficiency addresses the issue of
needs and their fulfilment as well as the expectations of the involved parties. From a company-wide
point of view, these can be:

e owners who see IS/ICT as a permanent appreciation of the assets invested in the company,
e managers who can effectively manage the company based on IS/ICT,

e employees to whom IS/ICT offers benefits in the form of a superior, more efficient, and
fully integrated work environment,

e customers to whom IS/ICT brings greater added value of the needed product or service.

The selection of indicators depends on the case, and the most relevant relationship for evaluating
effectiveness is measurable by the degree to which objectives are achieved, i.e., as follows:

Effectiveness = achieved goal value / planned goal value.
4. Results and discussion

To accomplish the objective of the paper, it is necessary to select a suitable approach for measuring
chatbot effectiveness. Hence, an analytical decision support tool called Expert Choice 2000 was
selected. According to Expert Choice (2020), the first step in multi-criteria decision-making is to
define the goal that should be achieved.

The next step is to establish selection criteria. This was chosen based on a careful study of scientific
studies dealing with the evaluation of chatbot and the advice of CSOB experts. Five areas are
selected as the most important criteria, which, should not be missing in the right approach to
measuring chatbot effectiveness. These include:

e user friendliness - evaluating the impression of the chatbot on the user and whether they are
satisfied with their services during the interaction,

¢ information ability and equipment - finding out and supplementing the state of the chatbot
knowledge base so that the produced outputs can satisfy the user's needs,

e language level and equipment - evaluation of the chatbot's ability to create correct and
verbally diverse outputs in terms of spelling and grammar,

e humanity - assessing whether the chatbot behaves like a human,
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e business aspect - finding out what added value chatbot brings for a company and the metrics
associated with it.

The established criteria can be considered important, but not to the same extent. Thus, it is essential
to determine suitable weights for each of them. Questionnaire survey results were used in the form
of a pairwise comparison for this purpose. The research involved six selected managers and analyst
interested in this issue, which were capable of relevant assessment (they cover the administration,
operation, support, and all processes related to a chatbot). The survey's goal was to find out the
importance that managers associate with the defined criteria, based on which their final weights
were determined, i.e., the expert opinion. The questionnaire was created according to the Saaty
method of pairwise comparison and the form of its processing was inspired by the Expert Choice
2000 programme. The data obtained from the performed research were processed into partial Saaty
matrices. Initially a matrix was created for every expert individually, whereby the output was the
calculation of the partial and total geometric diameter and subsequent weights for the first to fifth
criteria. These calculated weights were transferred to a common matrix showing their relationship
from the first up to the sixth respondent. Then, an arithmetic mean was calculated from the
individual weights for each criterion, giving the values of the resulting (uniform) weights (Table 1).

Table 1. Determined weights of criteria and their final order

Criterion Weight | Sequence
User friendliness 0.214 3.
Information ability and equipment 0.345 1.
Language level and equipment 0.099 4,
Humanity 0.045 5
Business point of view 0.297 2.

Respondents consider information ability and equipment (to satisfy the needs of existing or
potential clients) as the most important criterion. Hence, ensuring information capability and
equipment represents added value for the customer and it is followed by the business aspect, which
is formed by metrics evaluating the added value for the company. The weights of both criteria
independently are around one third of the five criteria and so together they represent a nearly two-
thirds preference overall. Then, metrics focused on these two aspects should not be missing in a
suitable approach to measuring chatbot effectiveness.

User friendliness is the third most important criterion, this needs an evaluation on how the chatbot
acts towards the user and how satisfied users are with its services. Therefore, it is necessary to
ensure the possibility of gaining the most pleasant and effective experience that the user receives
during interaction with the chatbot. Language and equipment are less important. This means
assessing the chatbot's ability to produce correct and verbally diverse outputs where the user can
apprehend a precise interpretation of the transmitted information. Humanity is the least important
criterion. In the case of artificial intelligence, humanity testing plays a vital role, the chatbot is
designed to fulfil a specific task. The user however knows that they are conversing with a chatbot
and not a live operator, so the company pays more attention to other more important criteria.

Searching the following Keywords "chatbot”, "effectiveness”, "measurement”, "assessment",
"evaluation”, "metrics" and their combinations in scientific databases such as Springer, Science
Direct, Web of Science discovered only a few publications that would be of use for the purposes of
the paper. Seven studies were selected by the method of analysis and subsequent synthesis, which
dealt with at least two areas of measurement, i.e., selection criteria and included useful metrics.
Four from these seven studies were selected by discussing the most relevant findings, which offered
the most comprehensive approach to measuring the chatbot effectiveness (dealt with at least four of
the five required measurement areas). The following alternatives were chosen to select a suitable
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approach to measuring chatbot effectiveness: Kuligowska (2015), Maroengsit et al. (2019), Peras
(2018), Radziwill and Benton (2017).

5. Conclusions

The following two graphs (Figures 1 and 2) were created using the multi-criteria decision-making
process implemented in the VAHP software product Expert Choice 2000, exhibiting the suitability
of selected approaches to measuring the effectiveness of the chatbot.

27,3% Kuligowska (2015)

15,8% Maroengsit et al. (2019)

46,2% Peras (2018)

10,7% Radziwill a Benton (2017)

2 3 4 5 ® 1
Figure 1. The result of selecting a suitable approach to measuring chatbot effectiveness in percentage terms

Figure 1 illustrates the changes in the suitability of separate approaches. Based on the multi-criteria
analysis results, the best rated approach is from Peras (2018), which achieves almost 50%
fulfilment of the evaluated criteria compared to other alternatives. Only 10% of the criteria were
met by Radziwill and Benton (2017), which was insufficient and unsatisfactory in terms of the three
out of five criteria.
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Figure 2. Graphical representation of the selection of a suitable approach to measuring chatbot effectiveness

100

(according to individual criteria - User friendliness, Information ability and equipment, Language level and

equipment, Humanity, Business aspect).

To answer the research question, the most fitting approach out of the four analysed was the method
of measurement created by Peras (2018), who divided the process of evaluating the effectiveness of
chatbot into five standpoints. The defined aspects fully capture the chosen criteria, and it has a
better score compared to other alternatives, with only one exception. This exception is the visible
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fluctuation recorded in the criterion "Information ability and equipment”, which was given the
highest importance by the participants forming the expert opinion of the individual scales (Figure 2,
second value). Here it was exceeded by Kuligowska (2015), who directly deals with evaluating the
knowledge base equipment, and in terms of overall results, it finished in second place. In other
matters, the measurement method was comparable to the two remaining approaches, and the largest
decline was recorded in the commercial aspect because of lack of its consideration. Maroengsit et
al. (2019) was in the third place and took one third of what the preferred approach from Peras
(2018) and was described as unsatisfactory for two criteria. The approach from Radziwill and
Benton (2017) is the least useful comparison of competitions, which is insufficient from the
perspective of three criteria and its main problem is due to the lack of the implementation method
for its proposed attributes and more detailed elaboration into partial metrics.
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Abstract

Problems of predictive and prescriptive research of the value of system's dynamic capabilities and
closely related issues such as the value of information technology continue to be of interest for
researchers at the intersection of economic, information systems, management science, and
operations research. Information Systems literature conceptualizes that information technology is a
platform for agility that derives value to the firm. Economic literature conceptualizes that dynamic
capability is the ability to sense and then seize opportunities quickly and proficiently. Information
systems shall perform information operations for such agility and capabilities, such as sensing
operations considered in the paper. This paper examines the techniques to solve dynamic capability
and information technology value problems. Problems solved analytically, predictively, and
prescriptively. This goal paper suggests a technique to solve IT problems' dynamic capabilities and
value with a new mathematical formalism. The author describes models, application example and
discuss results. The formalism, families of alternative stochastic networks, is described on
application example. Such families of networks allowed us to model alternative functioning cases
due to changing system environment conditions and the environment's impacts, determined by
sensing information operations. Researchers can now create analytical models to research dynamic
capability organizational capability, sustainable development, information technology value.
Numerical results obtained with the developed application are analyzed with R statistical language
and illustrated with R 3D graphics plots.

1. General

There is a gap between the need to decide a variety of problems, such as infonomics (Laney, 2017),
IT value (van de Wetering), information technology (IT), and information systems (IS) governance
(IT Governance Based on CobiT 4.1: A Management Guide, 2010; Mitchell & Switzer, 2012),
process mining (van der Aalst, 2011), strategic planning problems (Warner & Wiger, 2019), on the
one hand, and theoretical models and methods available for such problems decision as related
mathematical problems - on the other hand. The research hypothesis is that gap mentioned can be
filled with suggested analytical, predictive, and prescriptive models. Families of alternative
stochastic action networks suggested as such models.

System capability is a system's ability to achieve changing goals to react to the evolving
environments (Di Stefano et al., 2010). We consider complex technical systems (CTS), which are
such systems that include interrelated elements of a different nature, i.e., mechanical,
organizational, human, and technological components. For such CTS system, the capability
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required to react correctly to CTS environment changes and impacts, mainly - to respond to
environment attacks, respond to goals changes so - to interact properly with the environment and
parts of the system under environmental impacts. Information operations of sensing kind
(performed by humans or sensors) are needed (Raschke, 2010) to create such capability and provide
interaction under changed conditions. The system capability is used to estimate information
technologies performance indicators, dynamic capabilities indicators, organizational capabilities
indicators, system dependability indicators, agility indicators, IT value indicators (particularly —
sensing operations value for the system under study). Further, indicators of this property are used to
solve various practical problems as appropriate mathematical problems of indicators estimation and
the CTS elements, capabilities, information operations synthesis based on indicators, estimated as a
function of possible CTS characteristics (Geyda & Lysenko, 2014; Geyda & Lysenko, 2020). For
estimation of such property complex of models is necessary. It shall reflect the interacting system,
its environments of a different kind, and information operations. Information operations must check
the system and its environment functioning states (sensing operations) to measure their
correspondence (measuring operations). Then information operations are used to choose further
actions (choice operations) and then alternate the CTS functioning to achieve a possibly changed
goal (alternate operations). Models of information operations use as a reaction to modeled
environment changes, and families of alternative stochastic networks were considered in our
previous publications. This publication concentrates on families of alternative action networks
application implemented, example computations details, and obtained numerical data analysis and
visualization.

2. The Environment Model Example

For the environment model in Figure 1 let us suppose that each state of the environment ¢ (T at
the given moment T determined by environment action a;, performed at this moment. i — action
identifier. State ¢7(T) actualized at the beginning of the environment's action and changed to the
next state to start a new action immediately after ending the previous one. The example
environment model is based on the assumption that the environment performs one and only one
action at any given moment. The characteristics of the environment states are illustrated in Table 1.

SO aO foe
x >»®
or
£
J

af Xor
fZ

a;

Figure 1: Simple environment model

Actions states at any time interval are calculated under the condition that a sequence of preceded
actions (and states) of the environment are implemented before each consecutive environment
action (and so, state) starts. Actions and correspondent states of the environment sequences C;
form the vector (multidimensional array) C*,|C| = N of possible sequences of actions of the
environment. Table 2 describes the CTS's possible actions (in response to environmental demands)
and modes of these actions. The objective of the model M*® of the environment, functioning is to
construct the array € and to calculate its characteristics, required for model M*® of system
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functioning in changing conditions. The example of C structure is shown in Table 3. Let us
designate s(T,),...,s2(T, ) —caused by the actualized goals of the environment demanded states
of the system at future moments T, = T; (as a rule, T,,, # T;,, € T). These states shall be properly

determined at sensing moments T, with appropriate sensing operations. In the example, moments
T,, are non-probabilistic and the moments are given.

Table 1: The Characteristics of the Environment State

‘ Pi,z’n’ [:TJ'] IP??}' ‘T;l' ‘T;l'+1 ‘Sf (Tm] ‘ ls;ci [ij ‘ ‘

3. Role of Information Operations in System Functioning Alternation

Demands to the system functioning are formed based on actualized goals and technology
description by information operations Ti=¢ of different kinds. For example, demand sg is the
subnetwork g, of system functioning whose actions should be successfully implemented up to the
given moment T,,, and total cost €% to perform technological operations shall not be larger than
allowed. The estimated probabilities of the sequences characterize each line in Table 3 €7 and cells
cn,. being implemented. Each cell ¢, corresponds to the estimated probability of the state
actualization at the cell time frame, provided that the given state sequence C realized. Each
sequence contains states - < cj,..cf ,..,cfs, ..c5,..c, = Of alteration (transitions). These
alternations are implemented according to the information operation. The need to perform
informational and then transitional operations is caused by a changing environment. It is typical for
the complex technical and socio-technical system, considered an example, and for other systems,
which regularly interact and are altered by environmental actions. Such need is genuine for
digitalization in various industries, described by such popular terms as digital production, digital
medicine, digital economy, and digital state (Parida et al., 2019). As evidenced by the analysis of
digitalization (Rosenberg, 2021; Zhu, 2021), its research based on the dynamic capabilities,
organizational capabilities of the system use, and the ability of the system and its operating
personnel to change functions so that it better meets changing conditions, improves and achieves

changing operation goals.

Table 2: The actions and action modes data

; mi ta tp .. Operation name
1 1 5 .. Conn.of the P921Ato IA
1 8 30 .. Conn. ofthe P2Z7ABto [A
n 1 12 55 .. Fueling of the P921A
Table 3: Alternative Sequences of Environment States in Time
Ne < =/T; Ty Ty T, T,
<cg = g co co co
<cp,c] = |gg cs €5 cl
[ ca c] c]
n < €5, €],65 = |cg cl cl c5
g cl €z : €2

The new property of the system capability proposed is an operational property that characterizes the
system's ability to achieve the changing (i.e., current and possible) goals during operation (in a
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changing environment). Such property depends on the characteristics of the "target" and
"transition" functions of the CTS, including the informational actions performed to check the state
of the CTS and the environment, develop prescriptions for performing technological operations,
and bring the orders the executors.

This property's indicator is evaluated depending on the composition and characteristics of different
types of possible actions. They form a set of choices in the problems solved. The system's
capability is represented by a corresponding random variable's characteristics describing the system
states' compliance measures with requirements or attributes that describe such measures of
compliance (e.g., random vectors, graphs). To estimate IT performance indicators or digitalization
effects indicators under conditions of change and interaction, we proposed using the difference
between system capability indicators values for new (for example, digital) IT technology use and
primary (for example, traditional) IT technology use. Thus, IT I, indicator &(1,,1,) compared to
primary IT I, can be estimated as difference:

D (I )= ¥y () — 1 (1), @2 (I Ip): = o (1) — b2 (L), (D)
where 1, (1;) — scalar indicator of kind i = 1,2 (from the set of mode, median, moment, quantiles)

of system' capability under condition IT of kind a used. As a result, if two sensor technologies used,
the &,(1,.1,) can be used to determine the best technology. Further, it can be used to solve sensor

technology 1., a € 1, 4 an optimization problem to achieve the best &,(1,,1;).

4. Example of System Alternative Functioning Modelling in Application
Developed

Alternative functioning is modeled with FASAN — the families of alternative stochastic action
networks, which allow alternate system functioning modeling. FASAN is a system of graphs.
FASAN defined based on sets of graphs (the base of FASAN), relations between them and states,
and mappings between graphs and states. With the use of the FASAN it is possible to describe
alternations of the functioning, including alternations defined by networks of operations. As shown
in previous works, network chains form possible trajectories of system functioning alternations
according to each given row of environment functioning alternatives.

Results obtained are M_ = m(5_) the measures of sequences of environment realizations, cuts
actualizations, corresponding networks actualizations for each possible sequence of operations, and
measures W, = w,(S_) of the results of such operations compliance to the demands sg(T,,) to
results. sZ(T,,) provided by the information operations. The measures mentioned are conditional.
Depending on the time and system characteristics they form the system capability multidimensional
measure (D, T):

(D, T) = w(S_.D.T.z € Z)=< M_(D,T),W.(D,T),z € Z =,

Where D — decision concerning system characteristics. Q(D,T) can be referred to as
multidimensional discrete probabilistic distribution of system functioning results of various kinds at
possible conditions. (D, T) allows solving contemporary research problems as mathematical
problems of choice or optimization by system capability indicators.

5. Methodology

As a result of computations, the multidimensional matrix structure of probabilities sequences
depending sequences of environment conditions formed. An example of such structure is:
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[35,"01",0.001043672574109,...,0.0001575290810923],

where the first two numbers are the ID of system functioning, and ID of environment functioning,
and further real numbers are probabilities. These structural elements are used to build reports with
the use of R statistical language. It allows analysis of computed probabilistic data with the use of
established probabilistic routines. Figure 2a) produced by R program from two comma-separated
values files with output data for sequences of the system functioning, which corresponds to
environment changes of the length one in the environment. Axes are sequences of functioning
actualizations, compliance, and total probabilities. Figure 2 b) produced for the system functioning
sequences, which corresponds to environment changes sequences of the length of two events in the
environment. The R code use generic R function persp() to produce plots from zz1 and zz2
dataframes with (D, T') data: persp(iXY01$x, iXY018$y, zz1, ylim = range(iXY01$y)*0.12,xlim =
range(iXY01$x)*0.5, xlab = "Actualization probability", ylab = "W", zlab = "Total possibility").

m‘n iq LQSOd ﬁelo.l-
,.‘11 “qLISSUd ﬁ910.l-

Actualization probability Actualization probability

a) b)

Figure 2: The possibilities of transitions and correspondences in the sequences of the length one (a) and two (b)

The surfaces a) and b) obtained are quite dense, excluding series of points in the upper part of the
Figure, i.e., realizations of functioning with highest actualization possibility and highest compliance
are rare (shown as black areas) events. In contrast, regular compliance - actualization's pairs form a

regular structure (shown as a grey area). The feature mentioned gives the possibility to represent
such surfaces with the use of a frequent structures approach.

6. Conclusion

As a result of the suggested models and application, the quantitative estimation of indicators of
system capability, dynamic capability, IT value becomes possible, the number of information
technology (IT) and information systems (IS) governance, process mining, strategic planning
problems, can be solved now as related mathematical problems, predictively and prescriptively.

Therefore, the research hypothesis is confirmed. Precisely, models of the environment and system
interplay, presented in the article, estimate the sensor kind information operations' quality. Results

obtained can be further used for system capability indicators prediction based on some structural
features of probabilities dependencies discovered in the article.
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Abstract

Ensuring a secure and resilient society represents a challenge for all governments in today’s
globalized world. Recent Covid-19 outspread has shown vulnerabilities of a modern interconnect
society which faced health-, economic- and cybersecurity threats in the same period. It also put
enormous pressure on the smooth functioning of both private and public services and accelerated
its development which is not imaginable without fast digitization. A new type of education is needed
to raise future experts to think strategically and plan, design, purchase, or implement modern
digital services for citizens and ensure their secure and reliable operation. They should understand
the principles of contemporary society, its most challenging problems, significant threats, and the
importance of multi-faceted views and have the necessary skills to communicate the issues and
formulate visions in a multidisciplinary environment. The paper will compare selected world-class
universities and government initiatives towards this new type of education, such as the U.S. Digital
Service Academy. It will show other instruments such as Digital Innovation Hubs of the EU and
cybersecurity qualification frameworks. Finally, it offers the new program on cybersecurity
provided by Masaryk University as a working example of a study program with ambitions to help
securely digitize modern society.

1. Introduction

Cybersecurity is a prerequisite for Europe to achieve digital sovereignty, while it also is a
promising economic discipline growing 15-20% annually (Doucek & Holoska, 2019; European
Commission, 2021). The specific goals of the Digital Europe Programme in cybersecurity are:

e advanced cybersecurity equipment, tools, and data infrastructures, together with the
Member States

e knowledge, capacity, and skills related to cybersecurity; best practices
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e wide deployment of effective state-of-the-art cybersecurity solutions, paying particular
attention to public authorities and SMEs

e capabilities within the Member States and the private sector in support of the NIS Directive
e resilience, risk-awareness, at least basics levels of cybersecurity

e enhancing synergies and coordination between the cybersecurity civilian and defense
spheres by facilitating knowledge and best practices, and more.

On the European scale, there is evidence of interest in hundreds of thousands of cybersecurity
professionals — generally up to 800,000 vacancies in IT in general, of which up to 2022 according
to the EC Communication: Resistance, Deterrence, and Defense... 450/2017 there is up to 350,000
vacancies in cybersecurity. Multidisciplinary professional education is explicitly needed by Czech
authorities (NUKIB) and economic associations. Specifically, small and medium enterprises are
endangered due to the high-tech nature of the skills required and lack of specialists in the field, see
Kasl (2018).

Therefore, the goal of the paper is to show ways, models, and priorities taken by relevant
authorities towards educating cybersecurity experts.

1. Outline and methodology

First, we focus on cybersecurity as a crucial precondition of all government e-services and
infrastructures. We identify skills gaps, namely among cybersecurity professionals having at least a
bachelor’s degree. To overcome the gap, many study programs on cybersecurity recently emerged.
However, they might vary in quality and specific focus. Therefore, the goal is to find a common
denominator of university (preferably undergraduate) degrees in cybersecurity implemented on a
top university. By a common denominator, we mean the actual study contents that are present
almost everywhere. Secondly, we want to identify the specific parts that the top-level school
provide as their unique specializations are still related to cybersecurity or information security.
Thirdly, we focus on resilience, critical infrastructure protection, government digital services (e-
government), and cybersecurity of other (at least partially) public services such as healthcare. The
research has been organized as follows.

The best ranking universities in Computer Science by THE World University Rankings 2021
currently enlists 827 institutions worldwide and is considered a transparent, reliable source of
ranking data based on well-defined criteria. Thus, ten best-ranking universities in Computer
Science, according to their overall score, have been selected. For each chosen university, we found
the study program or programs that fit the following criteria (order from highest priority):

e Undergraduate program on cybersecurity and/or critical information infrastructure
protection.

e Graduate (Master) program on cybersecurity and/or critical information infrastructure
protection.

e Professional (postgraduate, lifelong, continuing) program on cybersecurity and/or critical
information infrastructure protection.

e Program with sub-specialization on cybersecurity and/or critical information infrastructure
protection.

After the selection, we compared the university program profiles with the US Digital Service
Academy (USDSA as a pragmatic, purpose-oriented, federal government-initiated alternative to top
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research universities in the US and abroad recently established to overcome the gap in high-profile
experts serving the government.

In the EU, we see a similar initiative in the Digital Europe Programme. It also defines European
Digital Innovation Hubs (EDIHs) that will function as one-stop shops that help companies
dynamically respond to the digital challenges and become more competitive, so we included the
Czech Cybersecurity Innovation Hub as an example of a fully operational hub serving not only the
SMEs but also public administration to increase the quality and enforce cybersecurity in public
services.

Finally, we show an example of the currently launched carrier-oriented Bachelor's study program
on cybersecurity to educate cybersecurity experts for industry and public services. We compare its
graduate profile and content with those from top-level universities and USDSA.

2. Top university programs

2.1. University of Oxford

The Software and Systems Security Master program at the University of Oxford (Oxford, 2021)
teaches the principles of systems security, emphasizing the security properties and implications of
software and information technologies. Apart from the commonly taught courses on security
principles, secure design, security management, it has specialized courses on building information
governance, mobile systems security, and wireless networks. It can be characterized as
technologically oriented, focusing on infrastructures (networking, wireless, buildings, clouds). It
also features risk management and the role of people. Specifically, Oxford educates experts for
certificates of the GCHQ, an intelligence, cyber, and security agency of the UK.

2.2. Stanford University

Stanford University educates undergraduate computer science and security experts (see Stanford,
2021) based on a solid STEM and, namely, electrical engineering background in courses such as
calculus, mathematical foundations of computing, introduction to probability for computer
scientists, mechanics, electricity, and magnetism, programming abstractions, introductory
electronics, engineering fundamentals elective, technology in society, programming abstractions,
computer organization and systems, principles of computer systems, mathematical foundations of
computing, introduction to probability for computer scientists, data structures and algorithms, and
senior project.

2.3. Massachusetts Institute of Technology (MIT)

A powerful point of MIT's offer is the professional (postgraduate) program on information security
and cybersecurity (MIT, 2021). In a compressed form, it teaches the following courses —
Introduction to information security fundamentals and best practices, Ethics in cybersecurity &
cyberlaw, Forensics, Network Assurance, Secure software & Browser security, Business
information continuity, Information risk management, and Cyber incident analysis and response.

2.4. ETH Ziirich

This Cyber Security Master program at ETH Ziirich offered in collaboration with E.P.F. Lausanne
(see ETH, 2021), provides a broad set of courses ranging from cryptography and formal methods to
systems, networks, and wireless security. So, it is well-founded in theory and the latest technology
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trends covering security engineering, system security, network security, applied cryptography,
applied security laboratory, and advanced topics in communication networks. One of the unique
features of ETH offer is the presence of professional degrees in cybersecurity, namely C.A.S.
(short) and DAS (longer).

2.5. Carnegie Mellon University

Master of Science in Information Security program at Carnegie Mellon University (Carnegie
Mellon University, 2021) aims to prevent electronic intrusion of the most critical 1T networks. It is
also focused on defense against online media assets thefts and identity protection as a somewhat
unique feature. The university also offers the Information Security Policy and Management
program, where attention is paid to risk management, information security, and digital privacy.

2.6. Cambridge University

The undergraduate Computer Science program of the University of Cambridge, see (University of
Cambridge, 2021), is constructed substantially from a well-founded theoretical background where
three compulsory computer science exams on foundations of computer science, object-oriented
programming, operating systems, and digital electronics, graphics, interaction design, and
mathematics. Secondly, the students make four topics Theory (logic and reasoning, computational
theory), Systems (computer design, computer networks), Programming (compiler construction,
advanced algorithms), and Applications and professionalism (artificial intelligence, graphics,
security). There is also a group project that reflects current industrial practice. Students write a non-
trivial dissertation on a project that is often linked to recent research.

2.7. Harvard Extension School

The Cybersecurity Graduate Certificate at Harvard see (Harvard Extension School, 2021) helps to
gain a critical understanding of the technological needs, threats, and cybersecurity weaknesses. The
applicant gets knowledge tools and protocols to navigate, use, and manage security technologies
and insight into cyberspace's legal, social, and political dynamics. It covers in the general data
network and communications technology, architecture, management, technical and organizational
information security risks, and communication tactics to mitigate these risks for both traditional and
cloud-based environments, effective enterprise information security policies that address internal
and external national and international threats, strategies and protocols needed to secure and
monitor computer networks in global organizations, including forensics, governance, regulation,
and compliance, software application lifecycle, cyberspace, and international security.

2.8. National University of Singapore

Bachelor of Computing in Information Security provided by the National University of Singapore
(National University of Singapore, 2021) expects an internship in industry, voluntary welfare
organizations, or start-up internship. Otherwise, the program is robust in all fundamental computer
science and technology pillars, ranging from programming, data structures, SW engineering,
operating systems, and computer security. Computer security-related courses include information
security management, cryptography theory and practice; cryptography, computer security practice,
software security, algorithmic foundations of privacy, 10T security, systems security, network
security, database security, web security, biometric authentication, legal aspects of information
security, digital forensics, penetration testing practice, its governance, legal aspects of information
technology, compliance and regulation technology, blockchain and distributed ledger technologies,
ethics in computing and effective communication for computing professionals.
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2.9. University of California, Berkeley

UC Berkeley School of Information provides a Master of Information and Cybersecurity, see
(University of California in Berkeley, 2021) that prepares students for a professional career in
cybersecurity. Based on a holistic approach to cybersecurity, students develop technical expertise
while understanding behavioral, economic, legal, and ethical concerns. The areas of interest involve
secure coding, network security, government, and national security, cryptography, usable privacy
and security, operating system security, cyber risk, privacy engineering, security in context:
economic, legal, behavioral, and ethical.

2.10. Imperial College London

IC London offers a postgraduate program in Computing (Security and Reliability), providing
insight into the topics of advanced security, cryptography engineering, information, and coding
theory, large-scale data management, network and web security, and privacy-enhancing techniques,
see (Imperial College London, 2021).

2.11. Summary and comparison

1. The software and Systems Security Master program at the University of Oxford can be
characterized as technologically oriented, focusing on infrastructures (networking, wireless,
buildings, clouds). It also features risk management and the role of people.

2. Stanford University educates undergraduate computer science and security experts based on
a solid STEM and electrical engineering background.

3. MIT offers a professional (postgraduate) program on information security and cybersecurity
as a well-balanced, universally applicable set of theory, technology, and business-oriented
courses, not overlooking ethical principles and cyber law.

4. The Cyber Security Master program at ETH (Swiss Federal Institute of Technology) Ziirich
is rather technologically oriented and offers two professional programs on cybersecurity.

5. Master of Science in Information Security program at Carnegie Mellon University features
defense against online media assets thefts and identity protection.

6. The Computer Science program of Cambridge University is constructed substantially from
the well-founded theoretical background.

7. The cybersecurity Graduate Certificate at Harvard is comprehensive in scope, including
national and international security aspects.

8. Bachelor of Computing in Information Security provided by the National University of
Singapore is strongly oriented at principles, technology including up-to-date trends but also
covers legal and ethical aspects.

9. UC Berkeley School of Information’s Master of Information and Cybersecurity is based on
a holistic approach to cybersecurity, gaining technical expertise and understanding the
behavioral, economic, legal, and ethical concerns.

10. IC London offers a postgraduate Computing (Security and Reliability) mainly in network,
web, and advanced security and applied cryptography and privacy.

Altogether, many of the provided programs at world-leading computer science teaching institutions
are positioned at the Master's level, requiring, among others, fundamental prerequisites in computer
science, while some of them also provide undergraduate cybersecurity programs or professional
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(postgraduate, lifelong) programs. Thus, all of the levels and forms are relevant and needed — from
Bachelor to postgraduate levels. Due to our focus at BSc and MSc levels, we have not included
Ph.D. studies in general.

3. US Digital Service Academy

US Digital Service is a government agency overseeing federal issues in digitalizing government
services to transform critical, public-facing services, expand the use of common platforms, services,
and tools, and rethink how the government buys digital services.

To bring top technical talent into civic service, a US Digital Service Academy (USDSA), see
(Mervis, 2021; Schmidt, 2021), is planned to meet the federal government needs for workers being
similar to existing military academies in providing students with a tuition-free education in
exchange for five years of government service. However, the graduates will join the civilian
workforce at federal agencies.

Though all the details are not known at the date of publishing, the core model of the study has
already been briefly presented. The students of this 3-4 years program should start with curriculum
basics, a summer interim in the private sector, then selecting a major during its second year together
with essential security clearance, continuing through a government agency interim, followed by a
focus on major and commitment to a government agency. The third year should be finished with a
summer internship in the private sector, and the fourth year is mainly focused on job placement in
government agencies.

To sum up, the USDSA initiative should help the US keep pace with the growing needs for
technology experts working for the government through huge investment to compete with industry
to attract top talents for IT, namely Al and cybersecurity and other disciplines.

4. Digital Innovation Hubs

European Digital Innovation Hubs (EDIHSs) are central pillars of the Digital Europe Programme,
(Rissola & Sorvik, 2018). They aim to foster the adoption of Artificial intelligence, High-
performance computing, cybersecurity, and other digital technologies by industry, particularly
SMEs and public sector organizations in Europe. By providing access to technical expertise and
experimentation, as well as the possibility to test before investing, EDIHs will help companies
improve business/production processes, products, or services using digital technologies, see Crupi
et al. (2020). The first "generation” of EDIHs will be settled during 2021. The process primarily
included nominations from EU Members countries — EC gave frame indicators about the foreseen
number of Digital Innovation Hubs supported by the EC as EDIHs. Therefore, the candidates must
have submitted their applications to the responsible national body, such as was the Cybersecurity
Innovation Hub (2018).

5. Qualification Frameworks

5.1. General Initiatives

To provide a stable background and reference point for the growing demand for cybersecurity
expertise, many national- and international initiatives have been launched to define qualification
frameworks describing profiles, expected knowledge, skills, and attitudes to fulfill specific
professional roles of the cybersecurity-related workforce, see Schaeffer et al. (2017).
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The USNational Initiative for Cybersecurity Education (NICE) has developed a comprehensive
cybersecurity qualification framework called NICE, being published by the National Institute of
Standards and Technology (NIST). The organizations and individuals should be able to use the
framework to (NIST, 2017) map or assess their cybersecurity workforce and understand the
strengths and gaps in Knowledge, Skills, and Abilities (K.S.A.) and Tasks performed, identify
training and qualification requirements, improve position descriptions selecting relevant K.S.A.s
and Tasks, identify the work roles and develop career paths to guide staff in gaining the requisite
skills for those roles, establish a shared terminology between hiring managers and human
resources team for the recruiting, retention, and training of a highly-specialized workforce, provide
a reference for educators to develop curriculum, certificate or degree programs, training
programs, courses, seminars, and exercises or challenges that cover the K.S.A.s and Tasks
described and, finally, allow a technology provider to identify the cybersecurity work roles and the
K.S.A.s and Tasks associated with hardware and software products and services they provide.

Analogically, many related or unrelated activities develop similar frameworks, such as A.C.M. et
al. (2017). All the pan-European H2020 Networks of Excellence in Cybersecurity (SPARTA,
CyberSec4Europe, Concordia, and ECHO) have cyber-qualifications and education as their tasks at
least mapping of the current industrial and public sector demand as well as the educational offer by
universities and professional education providers.

5.2. Czech Cybersecurity Qualification Framework

The Czech National Cybersecurity Qualifications Framework is highly inspired and compatible
with the European Qualification Framework (see CEDEFOP (2008). Due to its position among the
e-skills, it is strongly influenced by the European e-Qualifications Framework (CEN, 2016).

According to (Ministr et al., 2019), it is to be developed in the following phases:

e Creating a Taxonomy of Qualifications — analysis of existing solutions and research results
abroad, investigation of needs within the security forces in the Czech Republic, and
identification of the character and structure of relevant entities in the Czech Republic. The
necessary qualifications in both technical and non-technical fields at both private
organizations and the state will be offered in a structured manner.

e Design of a Competency Model — professional competencies will be assigned to the
individual roles/qualifications — those should be considered prerequisites for performing the
appropriate position in cybersecurity.

e Cybersecurity Qualifications framework — the Qualifications Framework will include
proposed taxonomy and competencies of individual qualifications, extended to identify the
required training capacities based on the existing demand for capabilities.

e Analysis of available education in the Czech Republic — based on surveys and
guestionnaires, the current offer of public educational programs, courses, and cybersecurity
exercises will be identified, which can be used to build the necessary capacities described in
the framework.

e Gap analysis — the training requirements described in the framework with the existing offer
will be compared. Based on this comparison, quantitative and qualitative gaps in terms of
available cybersecurity education should be identified.

e Action plan on building educational capacities — to effectively implement the project
results, the aim will also be to develop an action plan to inform users and target groups
about the practical application of research results at the level of support and development of
cybersecurity training and recruitment and evaluation.
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e Interactive Database for Qualifications Framework — to effectively implement the
Qualifications Framework, an interactive software tool will be created to provide a
knowledge database.

6. Carrier-oriented Cybersecurity Education

So far, we have identified several sources of inspiration and templates for developing relevant, up-
to-date, and viable models for cybersecurity education for the modern society and its public
services. We have shown program profiles from top world universities in computer science and a
U.S.-specific but highly imperative foreseen model of Digital Service Academy.

We will continue with a unique study program sharing a similar mission as the US Digital Service
Academy — provides the public and private sector with experts on cybersecurity who are educated
in a multidisciplinary fashion based on broad research and study areas available at Masaryk
University.

The novel Bachelor carrier-oriented study program “Cybersecurity” piloted in 2020 at Masaryk
University, see Masaryk University (2021), reacts to a growing demand for experts and builds upon
experience and model gained from constructing the Czech Cybersecurity Qualification Framework.
It is specifically aimed at students enjoying looking at computer systems “under the skin," learning
as much as possible about their nature, properties, and behavior is motivated to study the legal
environment of IT and geo-political-political background of cybersecurity as well as critical
infrastructure protection, similarly to Oliver & Haney (2018).

The architecture of the program consists of a solid professional knowledge and skills fundament in
computer science combined with the law and social sciences, namely it contains compulsory
courses on foundations of computer systems and informatics, methodology, operating systems,
computer networks, basics of IT security and applied cryptography, fundamentals of (secure)
programming but also IT law and regulations, data protection law, geo-political-political and
systemic context of cybersecurity among others.

The program belongs among so-called carrier-oriented Bachelor-level programs featuring in-depth
connection with the practice, including a 600-hours guided professional internship in a company,
healthcare, or public administration organization. It prepares students to get a job right immediately
after graduation.

After successful completion of the studies, the graduate will be able to:
e immediately get a job and continually adapt to changing processes and technologies.

e Work in positions related to the deployment and operation of secure IT systems and
infrastructures in companies and organizations of various sectors such as IT, public
administration, services, industry, or healthcare.

e Recognize, understand, and recognize opportunities and risks of intelligent systems and
cybersecurity risks globally and in an organization.

e Understand the essential elements of computer systems, hardware, and software, focusing
on their reliable operation and cybersecurity, including their vulnerabilities, and managing
to install, set up, manage, and operate these systems.

e Explain and use fundamental techniques and technologies to ensure the cybersecurity of
entrusted IT systems and infrastructures.
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e Understands ethical and legal principles of working with data, including commercially
confidential, classified, and personal data, and can apply them in specific procedures.

e Describe the basic parameters of the legal environment in cyberspace, identify legislative
requirements for the organization's activities and the relevant professional roles.

e Explain and apply the basic principles of analysis, design, implementation, and quality
control of computer systems.

Facilities of the Faculty of Informatics and Masaryk University with critical strategic partners at the
national and international level such as the National Agency for Cyber and Information Security
and in the region, companies in the CERIT Science Park, industrial partners, the faculty and NC3,
and other entities. Those interested can continue in the follow-up Master study program
Management of Software Systems, Services, and Cybersecurity at the Faculty of Informatics or
other programs. This Master's program fits well for those wanting to establish and conduct their
SMEs or start-ups.

For the academic year 2021/22, the number of applicants grew well over 300 while up to 150
students can be admitted for the studies, which can be considered the first indicator of success.

7. Conclusion

Based on the needs of Digital Europe's strategy on cybersecurity, we studied the cyber security-
oriented programs at world-leading universities and planned to establish US Digital Service
Academy. Then we presented European Digital Innovation Hubs as instruments to help the public
and private sphere digitalize securely. After introducing cybersecurity qualification frameworks as
important steppingstones to improve cybersecurity education, we showed concrete, recently
established carrier-oriented Bachelor study program on Cybersecurity at Masaryk University as a
promising way to implement a modern multidisciplinary program on cybersecurity.
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Abstract

The presented paper aims to explain university students idea about their perception of
entrepreneurship. The analyses of their thoughts and opinions contribute to the authors defining
essential factors of the so-called entrepreneurial spirit. The authors used these factors for the
development of the prediction model. In this developed model, the authors used the results from
international research in 2016 and 2018. This survey is called GUESSS, and it aims to analyse the
university entrepreneurial spirit of students. The authors examined the obtained data with the data-
mining methods. The explained model can evaluate entrepreneurship's perception in terms of young
students' intention and attitude. Therefore, the model can help in the education and training
process of students' entrepreneurship.

1. Introduction

The business environment in society's development is exposed to many external impacts, such as
natural disasters, industrial accidents, terrorist attacks, criminal acts, epidemics or pandemics, etc.
Entrepreneurs are on both sides of the equation of relationships causes of these phenomena. On the
one hand, the wrong evaluation of a situation or their risks of behaviour influences them. But, on
the other hand, at the same time, they are exposed to their surroundings (e.g. industrial accidents,
pandemic situation). The viral disease covid-19, identified by the WHO on 11 March 2020 as a
pandemic, is one example. Therefore, the entrepreneur should be aware that there are risks
associated with business and should identify, analyse and evaluate them to create a crisis scenario
to maintain business continuity. Risk management is dedicated to this area to specify the initial
immediate measures for infrastructure, cybersecurity, save communication, business and
operational risks (Deloitte, 2020). In this context, the authors of the article ask themselves how
university students prepare to deal with different crises, precisely perceiving the risks associated
with business?

This paper explains a model of business spirit and risks based on mapping the perception of
intention and attitude to entrepreneurship on university students' example. The developed model
will then be used in the second half of 2021 to evaluate the impact of the epidemiological situation
on university students' business activities (or graduates) compared to the Czech Republic situation
and abroad.
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2. Literature review

As mentioned above, in today's globally interconnected world, even in small and local business, it
is necessary to look at the business environment on an international scale. Therefore, the literature
review focuses on the business environment and the problems of risks in the broader context of
international business - subsequently, two aspects influencing the choice of business before
employment, i.e. intention and attitude.

2.1. Business environment and risk

In our society's historical development seems that the business environment is very dynamic and
constantly changing. This fact directly affects individual economic entities in a given environment.
Therefore, its analysis is essential for defining the necessary opportunities and threats when doing
business activities. The business environment can be specified by space and time. Within the
decision-making process of entrepreneurs, different factors emphasise the macro-economic level
(confrontation with risk at the state level) and second on the microeconomic level (conflict with
risk at the company level). The decisions are then influenced by the conditions under which they
are made, whether under uncertainty/uncertainty/risk conditions. The observed concept of risk is
connected primarily with the issue of decision-making under uncertainty. Rotariu and Ferer define
uncertainty as a state in which the decision taken will bring future problems, but the probabilities
and manifestations are unknown ( 2008).

Defining the concepts of uncertainty and risk is a broad topic. The presented research authors
identify with Douglas's published article (2007) to explain the concept of risk. It defines risk as a
state of uncertainty, where some of the options include loss, disaster, or another adverse outcome
(Douglas, 2007). The issue of risk definition links to a type of uncertainty. In terms of time, we can
divide business decision-making into two areas of processes: the start/end of business activities and
striving for market success (Rotariu, Feder, 2008). In this context, it is necessary to draw attention
to the findings of Gabriel Linton (2019), who, in his work, demonstrates the diversity of approaches
to the assessment of business orientation through the dimension of process and outcome. Both
measurements are then evaluated in terms of innovation, risk-taking and proactivity. In the
presented text, we will focus on the decision-making process for starting (i.e. we excluded
beginning entrepreneurs from the research) a young university student's businesses (concerning
GUESSS research data Antlova et al. 2018). According to Lumpkin and Dess (1996), all firms deal
with risks of various types and sizes, from "safe" risk with low uncertainty and small resource
liabilities to high risk with existing high uncertainty and significant resource liabilities.

2.2. Intention and attitudes to business

As evidenced by studies (Belz,2001), Khelerova (2004) and Nollke(2015), the most important
aspects of a young person's choice of entrepreneurship are accepting the social role in which they
see themselves in future. In business, it is about taking the need to play a more or less dominant
role. The ability to be a natural authority brings the ability to coordinate activities with others. At
the same time, it assumes the ability to resolve conflicts constructively and find acceptable
compromises. So here, we evaluate the intention.

A critical component is positive motivation, which defines the respondent’s approach to business. It
IS necessary to start from the so-called intrinsic motivation (internal motive, internal cause of
behaviour and experience). Intrinsic reasons for work include, for example, satisfaction from
successful performance. Only that inherent motivation will enable the young person to realise his
priorities, improve constantly, and it is based on the need to obtain new impulses and attitudes
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(Hayes, 1993). Self-confidence is also part of motivation, and it means to believe that | will achieve
my intention and prepare well for unexpected situations. The reason is closely related to acquired
attitudes. We gain perspectives mainly in the primary family. Only much later, they are dependent
on our personality structure, the acceptance of new information, our association with a particular
group, our ability not to take inconsistent or contradictory attitudes. Attitudes are based on our
personality and correlate with the primary family's attitudes (Pauknerova, 2006).

In defining entrepreneurship’s intention and attitude, it is possible to supplement the study results
by Lopez and Alvarez (2019). They analysed the influence of higher education factors on
entrepreneurial intentions (EI). This study's main outputs include the finding that the
implementation of business courses and favourable perception of the business university
environment was positively related to students' entrepreneurial intentions. Although both variables
directly affect the student's intention to do business, the university environment had a more
substantial influence. In their research, Zhao et al. (2005) show that formal academic courses
positively impact students' intention to start a business plan in the business process. Before starting
a business, students expect and need to be more motivated, and after starting a business, they need
more technical skills (Zhao, 2005). We can see that students' entrepreneurial intentions are
positively associated with a tendency to risk. The research results show that the propensity for risk
has a significant impact, especially in the early, pre-start-up business phase. Therefore, it is
necessary to define a sample for research for our model construct in business risk concerning the
stage of business activities.

3. Methodology and data

The model's input data results from the international survey GUESSS (see more
http://guesssurvey.org), an acronym for the title of the "Global University Entrepreneurial Spirit
Students' Survey". The survey monitors the environment, which influences university students'
decision-making when choosing their career in employee or entrepreneur roles and the specification
of the field of activity, various forms of business in selecting a business. Also, the startups'
activities and continuation of the family business are searched. The Czech Republic joined the
international survey in 2015 and participated in its first survey was in 2016 (the total number of
respondents was 122 509). The number of respondents for the Czech Republic was 1135), and
subsequently, in 2018 (the total number of respondents was 208 000). The number of respondents
for the Czech Republic was 1254. Currently, in January 2021, a survey of the 9th year of this
international research has begun.

The authors used the following research tools as the critical literature research of the topic, Data
Mining Software for working with Big Data: IBM SPSS Modeler and IBM SPSS Statistics.
Especially the method of decision trees were used. The development of the model divides into three
sub-objectives; the last part will finish in 2021. The following paragraphs explain data in the
developed model:

e Sub-objective 1: Perception of entrepreneurship in terms of intention and attitude, based on
that specification of respondents’ approach to risk. Complementary criteria are the
branch/field of study, gender, and the state's standard of living. In the first part of the
research, a model developed from GUESSS survey data (2016 and 2018). The study will
supplement data from the GUESSS survey (2021); see the diagram in Figure 1.
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DATASET
GUESSS
2016, 2018,
(2021)

Key characteristics
- Gender
- Field of the study
- Country

Choice of the future paths
- potential employee
- potential entrepreneur

Excluded categories
- nascent entrepreneur
- active entrepreneur

Intention Attitude
(scale 1-7) to the
risk
Approach
(scale 1-7)
Ability (scale
1-7)

e Sub-objective 2: The impact of the Covid pandemic on the perception of business risk and

Figure 1 Development of research

the emergence of new startup business activities (GUESSS 2021 data).

e Sub-objective 3: Comparison of the perceived perception with the pandemic's impact on the
evaluated countries (universities involved in the GUESSS survey) regarding demographic

indicators.

4. The career choice of university students

What is the perception of business risk by university students? The choice will first identify the
preference of career path; see Table 1. Suppose we state that the risk and liability associated with
potential damage are closely related to business. In that case, it assumes that students who plan to

)

choose the entrepreneur’s path perceive risk as part of their life path, and they accept it.

Table 1: Overview of the ratio of the chosen career

GUESSS 2016 GUESS 2018
Directly 5 years later Directly 5 years later
Czech All Czech All Czech All Czech All
Rep. countries Rep. countries Rep. countries Rep. countries
Potential 75% 80% 52% 47% 83% 79% 53% 50%
Employee (%)
Potential 7% 12 % 32 % 43 % 9% 11 % 37 % 39 %
entrepreneur
(%)
Founder (%) 6% 9% 28% 38% 6% 9% 31% 35%
Successor (%) 1% 3% 4% 5% 2% 2% 6% 4%
Other/Do not 18% 8% 16% 10% 9% 10% 10% 11%
know yet (%)

Comments to table 1: The respondents who stated that they want to be employees means that they
could work in small businesses — with 1-49 employees or in medium-sized companies —with 50-249
employees or in large companies (250 or more) or a non-profit organisation; in Academia
(academic career path); in public service). The founder (entrepreneur) means that these respondents
want to start their own companies. Finally, the successors are the respondents who will work in
their businesses or the family businesses. These two last groups of respondents(founders and

successors) can suppose the "business spirit *'.
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4.1. Definition of respondents with the entrepreneurial spirit

We can assume that students who choose an employee's path (i.e. potential employees) have a
higher feeling of risk perception, which they are not willing to accept at the moment. On the
contrary, students considering their career path in business (i.e. potential entrepreneurs) take the
given risk associated with entrepreneurship and have an "entrepreneurial spirit” in them. Therefore,
as part of the GUESSS research, these respondents continue with questions focused on their
business opinions. Table 2 presents the primary data for the examined sample of respondents in this
part of the research.

We can see that students who choose an employee's path (i.e. potential employees) have a higher
threshold of risk perception, which they are not willing to accept at the moment. On the other hand,
students considering their career path in business (i.e. potential entrepreneurs) take the given risk
associated with entrepreneurship and have an “entrepreneurial spirit”. Therefore, as part of the
GUESSS research, these respondents continue with questions focused on their business opinions.
Table 2 presents the primary data for the examined sample of respondents in this part of the
research.

Table 2 Numbers of research respondents

Carrier path after graduation GUESSS 2016 GUESSS 2018
Respondents, according to the | - potential employee - potential employee
future carrier - potential entrepreneur - potential entrepreneur
Number of respondents

Czech Republic | 802 817

All countries (52) | 86 226 125661

Number of women

Czech Republic | 541 499

All countries | 53608 76 624

Comments to Table 2: Data for 2021 will not be available until August / September 2021.

As part of the 2016 survey, potential employees and potential entrepreneurs and those already
starting a business (marked "nascent”) had questions about evaluating respondents’ relationship to
entrepreneurship. The following seasons (2018 and 2021) focus on students, which does not start
the business (i.e. only potential employees and potential entrepreneurs). For this reason, the data set
from the GUESSS 2016 survey on students with the designation "born™ entrepreneur for the given
topic was humiliated/purified. Further modification of the data was performed after their control.
The error rate was in students' data from China when the questions were answered by those who
should have been excluded from other answers. Due to skewed results, all Chinese students were
excluded from the following evaluation.

Furthermore, respondents who did not answer at least one of the evaluated questions (so-called
NULL values) were also deleted. Finally, the authors unified the students' ideas of their future
careers after graduation and five years after graduation. So the group "a business spirit” was
created. This group includes those respondents who stated that they wanted to be entrepreneurs, i.e.,
immediately after graduation and five years after graduation.

4.2. Business spirit (intention of risk)

The GUESSS survey also has questions connecting with the respondents’ comments on the
intention to start a business and their attitudes towards entrepreneurship. The questions in the given
area of the GUESSS survey follow up on the results of previous research focused on respondents'
approach (university students) to business, see Lifian, F. and Chen, Y.-W. (2009). The authors used
Ajzen's theory of planned behaviour to compile a business intent questionnaire (EIQ). Their model
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derived knowledge about how cultural values change the way individuals perceive business in
every society. The presented article aims to develop students ‘intention to become entrepreneurs,
and that is the respondents' attitude to risk. Zhao, Seibrt and Hills (2005) dealt with the ability to
face risk in connection with assessing entrepreneurial self-sufficiency, so-called self-efficacy.

Students were asked to indicate their competence in performing several different tasks related to the
entrepreneurial activity (1 = very low competence, 7 = very high competence). When comparing
the answers of potential employees and potential entrepreneurs, we can say that potential
entrepreneurs express themselves with greater certainty about the level of competencies in this area
and feel their competencies at a higher level than potential employees. Therefore, building research
skills seems to be a suitable way to strengthen students' entrepreneurial intentions (Sieger et al.,
2016). The distribution of the evaluation of respondents’ competencies incompetence in
implementing selected tasks related to business is given in Table 3 (GUESSS 2016 survey) and in
Table 4 (GUESSS 2018 survey).

As we can see from Tables 3 and 4, high competence evaluation prevails (level 5-7). Leaving aside
the possibility of a middle answer (level 4), a positive assessment of the defined competencies lasts.
Therefore, the article's authors were also interested in whether the university student's future focus
(entrepreneur or employee) can estimate according to the evaluation of the examined skills in
Tables 3 and 4.

Table 3 Answers of self-evaluation in 2016

1 6,26 6,62 6,69 3,57 5,15 5,98 6,94
2 9,92 10,44 8,62 4,99 7,26 8,19 8,02
3 15,47 15,94 13,33 9,18 12,8 13,01 11,4
4 21,92 22,33 20,39 16,14 21,39 20,54 19,86
5 24,48 23,47 23,5 22,65 24,37 23,65 21,59
6 15,18 14,33 18,29 24,73 18,76 18,65 19,33
7 6,78 6,87 9,18 18,75 10,27 9,99 12,86
Sum 1-3 31,65 33 28,64 17,74 25,21 27,18 26,36
Sum 5-7 46,44 44,67 50,97 66,13 53,4 52,29 53,78
Table 4 Answers of self-evaluation in 2018
1 7,23 7,79 8,2 4,63 6,78 7,62 8,24
2 10,51 10,85 9,25 5,83 8,45 9,18 8,57
3 15,78 16,07 13,41 9,75 13,27 13,37 11,49
4 21,74 21,58 19,6 15,74 20,32 19,68 19,08
5 23,41 22,23 22,11 21,14 22,4 21,7 20,29
6 13,73 13,65 17,09 22,79 17,42 17,12 17,78
7 7,61 7,84 10,33 20,12 11,37 11,33 14,55
Sum 1-3 33,52 34,71 30,86 20,21 28,5 30,17 28,3
Sum 5-7 44,75 43,72 49,53 64,05 51,19 50,15 52,62

5. Results of research

At first, respondents' answers from the international GUESSS survey (2016 and 2018) about their
behaviour were monitored according to individual questions (Tables 3 and 4). Especially for 2016
and 2018, with the criteria female/male, field of study, nationality, etc. Subsequently, in the second
step, the prepared dataset (training set) was used to create a prediction model. Finally, a test set was
used to test the models' success, where we know the predictors' values when predicting, but we do
not see the value of the target variable, which we are trying to determine by the model. The target
variable that the model should predict is to guess whether, according to the chosen answer to the
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questions in Tables 3 and 4, it is a respondent of a potential employee or a potential entrepreneur.
That is, whether the model predicts a respondent with an entrepreneurial spirit, determined to enter
business immediately or five years after graduating from university. The target variable was
balanced for model learning purposes. In the IBM SPSS Modeler, based on selected predictors
(nationality, field, gender, statement defining eligibility for entrepreneurship), the authors created
several models were to predict whether the respondent/university student has an entrepreneurial
spirit.

The target variable (Target Field) was the choice of a career as an entrepreneur. The source data
were divided into a training (50%) and a test set (50%). Four types of algorithms were selected to
build the model, which is part of the IBM SPSS Modeler (see Table 5). When we let the newcomer
respondent fill the answers of the nationality, gender, field of study, and questions in Tables 3 and
4, the developed models would predict with success shown in Table 5 whether the student would
answer that he is a potential employee or entrepreneur.

For prediction, we used mainly decision trees. They are binary and general. General decision trees'
features are the number of branches, more straightforward interpretation, typically fewer levels,
algorithms: CHAID, C5.0. The features of binary decision trees are: two components lead from the
node, faster calculation, naturally more levels, algorithms: C&RT, QUEST. The advantage of trees
is that they can evaluate decision-making quality (Witten, Eibe, 2017).

Table 5 Prediction model of entrepreneurial spirit

Decision tree The success of the The success of the The most important predictor
IBM SPSS model with training model with training
Modeler setin % setin %
GUESSS survey | 2016 2018 2016 2018 2016 2018
Neuron network | 67,94 66,87 67,56 66,47 Nationality Nationality
C5.0 72,74 71,12 66,94 65,94 Nationality Identifying new business
opportunities
C&RT 64,63 65,35 64,36 65,06 Successfully Identifying new business
managing a | opportunities
business
CHAID 68,3 66,73 67,44 65,5 Nationality Identifying new business
opportunities

Comments to Table 5: If we let the created models "vote™ together, then the success rate of business
spirit prediction on the test set will increase to 73% in 2016 and 71% in 2018.

6. Conclusion

The authors suggest using the research findings to adjust the content of professional educational
subjects in starting-ups and develop the management of small and medium-sized enterprises.
Following the results and prepared data, the developed model will be used in the second half of
2021 to monitor changes in students' attitudes to business concerning the external threat, namely the
covid pandemic in the survey. These results will also help compare the parameters of business risk
perception of the GUESSS survey from 2016, 2018 and 2021 with the perception of the impact of
COVID on business activities in 2021. The authors also suggest deep analyses of the other factor as
nationality and gender.
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Abstract

The term Shadow Analytics refers to data analytics delivered by business departments independent
of the official IT and analytics departments. The field of Shadow Analytics is currently been facing
the changing requirements that have arisen as a consequence of the current Covid-19 pandemic.
The main aim of this article is to expand on Data Governance by including concepts for managing
Shadow Analytics in a pandemic and to present a Shadow analytics management concept.
The proposal of a Shadow Analytics management concept identified problem areas and extended
the scope of Data Governance in relation to Shadow Analytics based on the results of a case study
(including interviews with key stakeholders).

1. Introduction

In the current pandemic situation, organizations face immense pressure caused by rapidly changing
external conditions, forcing them to operate more efficiently than ever before (Kraus et al., 2020).
Such challenges can be addressed by data analytics innovations that can help organizations
to respond to crises, such as the pandemic situation, and bring about new opportunities (Joyce &
Paquin, 2016; Sheng et al., 2020). To adapt to the turbulent changes and the regulatory
requirements of the current Covid-19 pandemic, organizations need to process data in new agile
ways, utilize much fresher data and do so faster, ideally in real-time (Bauernhansl et al., 2018).

As a result, business departments might become responsible for delivering data analytics
independently of official IT and analytics departments. In some cases, official departments fail
to provide the required capabilities such as flexible data analytics with highly comprehensible
information (Riesener et al., 2019), self-service data analytics (Clarke et al., 2016) or big data
analytics (Novak & Pavlicek, 2021). Business departments therefore invest their own resources
in data analytics (Riesener et al., 2019). This creates shadow analytics. Shadow analytics refer
to data analytics delivered by business departments independent of IT departments (Koch & Peters,
2017) as illustrated by the following definition: “Analytics initiative initiated by a functional
department outside of the corporate information technology department (hereinafter IT)
and deliberately kept under the radar of the corporate IT department” (Koch & Peters, 2017).
Shadow analytics can be considered an analytical service, which provides functionalities needed
to perform business related tasks and is developed, provided, and maintained by a user from
specific business department.
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Shadow analytics may address the rapidly changing requirements that have arisen during current
Covid-19 pandemic. Shadow analytics has been evolving without any coordination with official 1T
and analytics departments (Koch & Peters, 2017), especially in the current pandemic situation when
the needs of the external and internal environments, and thus business as such, are changing rapidly
and existing enterprise data analytics tools fail to deliver the required functionalities:, data is not
available in IT data repositories, business departments do not have the time to go through
the standard process of delivering a new data analytics solution, or governance is too complex
and slow to meet current pandemic needs. Shadow analytics allows to overcome these limitations
and can quickly bring about the desired effects.

However, shadow analytics may not be optimal from a governance perspective in the long run
and with respect to its operation within the organization (Haag & Eckhardt, 2017). Shadow
analytics causes the creation of analytics silos. Shadow analytics services are distributed across
the organization through unofficial channels; they are not managed and developed in accordance
with internal rules and do not have a clearly defined governance. Data created or derived from raw
data for the specific purpose of such a shadow analytics service has no owner. Different consumers
and different purposes for which shadow analytics services were created require building
more analytics silos. This situation is especially critical because shadow analytics has an impact
on data and should be handled by various aspects of Data Governance (Earley et al., 2017), from
data quality, through data lineage, to shared definitions within the data catalogue and data analytics
services. Unfortunately, there is lack of tools or methods to support the adoption (Choma et al.,
2019) and consequent governance practices of shadow analytics.

The main aim of this article is to complement Data Governance with respect to manage shadow
analytics in pandemic crisis with emphasis on the following areas: 1) Shadow analytics
management concept; 2) Shadow analytics canvas proposal.

2. Research method

This article is based on a case study, a qualitative research method (Myers, 2013). The case study
addresses the sector of banking, specifically. The researchers cooperate closely with business users,
the heads of Data Governance and Analytics departments, and information security specialists.
First, the Shadow IT, Shadow Analytics and Data Governance theories were analysed based
on a literature review; second, Shadow Analytics management concept and Shadow analytics
canvas were designed in a case study and qualitative research.

3. Shadow analytics management and governance concepts

The shadow analytics management concept (see Figure 1) is based on the results from the case
study and a concept from Sedivcova and Potanok (2019), which uses the principles of the MMDIS
(Bruckner et al., 2012) and (MBI, 2015) models and methodologies. Both concepts define
the process, going from global goals to the design of individual projects.

As in the case of the widely accepted Data Governance Paradigm (Earley et al., 2017), shadow
analytics governance is a fundamental part of proper shadow analytics management. Shadow
analytics governance needs to move from the traditional approaches of Data Governance to a non-
invasive and flexible governance framework, while eliminating negative effects on business
processes and analytics needs (Kopper & Westner, 2016). For this purpose, suitable methods
and tools should be available as part of a Data Governance framework, in order to manage
the rapidly evolving shadow analytics services. Unfortunately, none of available Data Governance
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frameworks explicitly reflect the specifics of shadow analytics governance (Earley et al., 2017;
Yamada & Peran, 2017; Al-Ruithe et al., 2019).

Global strategy Analytics
- |Legislative restrictions | >
& ; swoT
and regulations
Analytics services
requirements
Internal restrictions Global goals (targets) ee— . ¥
within a given Service ] ‘
organization Global goals (targets) Ca'ta'tdgu'e o Analytics services
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Analytics budget | . > Shadow Analytics
Development plans current. state
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of employees g Process owners Subject areas
_ requirements AR AR ¥
Employee a’tilx‘;::; - | Projects reflecting
awareness ; : i
— Employees knowledge Management Shadow Analytics

Staff motivation to
deal with Shadow
Analytics

Business partners

Figure 1. The Shadow Analytics management concept

Data is the most critical element from the point of view of shadow analytics. Shadow analytics
offers a shadow way of using data to capture information. This information is then used
for decision-making purposes (Potancok, 2019) or regulatory reporting (Al-Ruithe et al., 2019).
Unfortunately, the relationship between business, the data used for decision making,
and the support of business needs through IT is not always fully respected (Maryska & Novotny,
2013). As data and the information derived from data enter into business processes and can be
transformed into the outputs of these processes, the Data Canvas is considered to be the main tool
for understanding data in the business modeling process (Mathis & Kdobler, 2016). The Data Canvas
(Mathis & Kobler, 2016), as well as many other canvases (Kithne & Béhmann, 2018), was derived
from the business model canvas, as proposed by Osterwalder et al. (2010). The business model
canvas (Osterwalder et al., 2010) contains value propositions, customer relationships, customer
segments, channels, key activities, key resources, key partners, cost structure, and revenue streams
(Maryska, 2009). The business model canvas is widely accepted because it is easy to understand,
facilitates communication (Sort & Nielsen, 2018), and supports business innovation (Fritscher &
Pigneur, 2014). The business model canvas (Osterwalder et al., 2010), modified and adapted to the
needs of data analytics, can be a useful tool for managing shadow analytics (Stecken et al., 2019).
The business model represents the conceptualization of an organization (Joyce & Paquin, 2016),
which can be simulated through shadow analytics, after some modification of this concept
as proposed by (Osterwalder et al., 2010), using the following aspects:

e Key data, data sources, and shadow analytics services integrated to deliver value.
¢ Interconnection of individual data, data sources, and shadow analytics services.

e Value generated from the use of data, data sources, and shadow analytics services.
3.1. Shadow analytics canvas

The shadow analytics canvas proposed in this study (see Table 1) has been derived and modified
from the business model canvas, as proposed by Osterwalder et al. (2010), based on a set of various
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modifications identified by previous researchers (Joyce & Paquin, 2016; Kiihne & Béhmann, 2018;
Choma et al., 2019) and on the practical need to effectively manage the rapidly evolving shadow
analytics in the pandemic times. The shadow analytics canvas can provide insight into shadow
analytics and identify data, data sources, and the consumers of shadow analytics products.
Providing an explicit description of shadow analytics services and their relation to data can reveal
hidden benefits derived from shadow analytics and expand on the use of shadow analytics beyond
the business department that created the analytics service. The shadow analytics canvas can
facilitate future integration of shadow analytics into standard processes managed by the IT
department, as well as reveal hidden opportunities for creating enterprise-wide value from

the shadow analytics usage.

Table 1. Shadow analytics canvas

Strategic objectives

Business objectives to be fulfilled by using shadow analytics.

Use case delivered by using shadow analytics.

Compliance
Requirements
and Related Risks

Is sensitive data being
processed?

What standards, sector
specifics or legislation
affect usage of shadow
analytics or its products?

Is shadow analytics
compliant to related
regulations?

Avre shadow analytics
products are delivered

to externals

(e.g., regulators) within
the agreed and committed
time?

Solution

What insights are found
out from the analysis?

What material reports
are delivered?

What metrics are used to
evaluate shadow analytics
service and quantify value
creation?

Is shadow analytics
product consider
as predictive?

Key Resources

Is shadow analytics
developed internally
or provided by external
provider?

What is the technology
platform used?

What are the operational
requirements (e.g., regular
backups)?

What are the integration
capabilities?

Is shadow analytics future
proof?

Is a documentation
available?

What kind of people and
skills are required to create
and operate shadow
analytics?

Value Propositions

What value is delivered
by shadow analytics?

What is the purpose

of using shadow analytics?
What need is met / what
problem is solved?

What are the expected
results / benefits?

What is the possible future
use of the analytics
service?

Data and Metadata

What data (raw, derived)
is used?

Which data sources are
used (internal, external)?

Avre there any limitations
in data or data sources?

What new or derived data,
is created?

In what format data
is stored?

Avre real-time data
provided?

Is data catalog (technical
and logical metadata)
available?

What is the impact
on automated business
data lineage?

Data Quality

What new business terms
or KPlIs are created?

Who are Data Owners
and Data Stewards of new
or derived data?

What are the business
rules of newly created
data?

How is data quality
measured?

Consumers

Who uses shadow
analytics service (business
departments, developers,
data analysts, users)?

What are data consumers
of shadow analytics
products (internal,
external)?
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Cost structure Revenue streams

What is the cost structure related to the shadow analytics What is the expected data monetization?
implementation and operation? What is the expected cost avoidance or cost reduction?
What is the cost related to amount, complexity, quality of data How much does each stream contribute to business revenue?

and real-time capabilities?

What is the cost related to build necessary skills and experience
of team, users?

What is the expected cost of future growth?
What is the cost of a security breach or a non-compliance?

4. Conclusion

This paper aimed to expand on Data Governance with the aim to manage shadow analytics
in the current Covid-19 pandemic. The study was focused on shadow analytics from the perspective
of flexible management of the rapidly evolving shadow analytics services, which support
the turbulently changing and emerging requirements in the pandemic crisis. The development
of shadow analytics can deliver positive and timely outcomes that ensure a dynamic data analytics
capability for the business in the pandemic crisis times. To achieve the expected benefits in the long
term, it is necessary to properly govern shadow analytics. Unfortunately, neither current research
nor the available Data Governance practices provide any methods that would allow for flexible
management of the rapidly emerging shadow analytics. This paper therefore proposes a new
shadow analytics management concept and the shadow analytics canvas as a method that can be
used to govern shadow analytics.
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Abstract

The upsurge of data production, digital transformation, and today’s availability and accessibility
of all kinds of data have affected our everyday lives, as well as the functioning of businesses.
This paper argues for creating a data literacy measurement tool that represents the first step
on the way to enhancing the data literacy of employees and university students. To fulfil this aim,
a joint team of two universities constructed a data literacy competency model to be evaluated
by a comprehensive questionnaire.

1. Introduction

The upsurge of data production, digital transformation, and today’s availability and accessibility
of all kinds of data have affected our everyday lives. At the same time, these trends have affected
how businesses are run and data has acquired an increasingly prominent place in companies’
processes, regardless of whether a company uses data for decision making, for mapping resources
to objectives or as supporting arguments for a strategic orientation.

The phrase “data is the new oil” is therefore no longer surprising to anyone. However, to access
the value of raw data, it must go through refinement processes just like crude oil. In general, data
needs to be properly collected, managed, evaluated, and applied, in a critical manner (Ridsdale et
al., 2015). These skills equal to data literacy and its poor quality represents “the second-biggest
internal roadblock to the success of and the ability to generate business value with data
and analytics” (Gartner, 2018). The research by Doucek, Kunstova & Maryska (2011) supported
Gartner’s statement, arguing argument that the low numbers of employees with adequate ICT skills
may jeopardize the innovation capabilities of European countries. However, by adjusting study
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programmes and focusing on the knowledge of tertiary education graduates, it is possible
to overcome this deficit (Maryska, Doucek & Novotny, 2012).

In order to help companies bridge the skill gap of their employees and make individuals able
to fully participate in the knowledge-based economy, this joint project by Prague University
of Economics and Business and University of California Berkeley aims to define what constitutes
this new type of literacy and how to measure it. Because in order “fo improve anyone’s data
literacy, it is necessary to determine what the start line is and what is to be achieved”.
(Smolnikova, 2020)

2. The need for data literacy and ways to enhance and measure it

The McKinsey Global Institute (Manyika et al., 2017) predicts that by 2055, nearly half of today’s
job activities could be done by machines and that up to 41% of job activities can be replaced
by new technologies in the information sector. With the rising automation of work and new sources
of data streams, companies consume an increasing amount of data. Even though data is omnipresent
in the professional landscape, research shows that “only 32% of leaders feel able to create
measurable value from data and just 27% believe their data and analytics projects generate
actionable insights”. This discrepancy arises due to the fact that data is not yet incorporated
into organizations’ cultures. (Deloitte 2020) Only 25% employees can use and make sense of data
and provide actionable recommendations at an entry-level position. A low level confidence in data
literacy (21%) appears even in the digitally literate group of young people aged 16-24
and the confidence levels of C-level managers only rise up to 32%. (Qlik, Accenture, 2020)
To overcome these extreme deficiencies, Gartner believes (2018a) 80% organizations will have
initiated deliberate competency development in the field of data literacy by 2020.

However, in order to support data literacy enhancement activities in companies, it needs to be clear
what data literacy is and what it is comprised of. Duncan and Logan (2018b) define data literacy
by describing four key barriers of data literate society — the individual as well as organizational
inability to derive insights from data, to understand the analytical methods, and to use analytical
services to get the insights, or the inability to comprehend and to integrate company’s data sources.
According to Mandinach and Gummer (2013), data literacy is simply “the ability to understand
and use data effectively to inform decisions”. Frank et al. (2016) refer to data literacy as “the ability
of non-specialists to make use of data”.

Data literacy serves as a prerequisite for the closest types of other literacies. “Firstly, we need
to learn to handle the volume and characteristics of data (discrete, objective facts) before we can
draw information from it (make data useful, enrich them with meaning). That is where
we demarcate a line between data literacy and information literacy.” (Smolnikova, 2020)
The difference arises from the relation between data and information, as articulated
in the traditional DIKW (data — information — knowledge — wisdom) pyramid. (Rowley 2007) Even
though statistical literacy had to develop before data literacy, considering the limited access to data
in the past, the ability to prepare and manage data, which in the past used to be done through
intermediaries (e.g., the press), still precedes the consumption of statistical products
(e.g., the evaluation and critical assessment of tables or charts) (Gal 2002; Frank et al. 2016; Gould
2017).

While the data literacy of employees needs to be improved and it is clear that one cannot improve
something that cannot be measured, not enough progress has been made in the measurement of data
literacy. In 2020, the first preliminary studies of assessment instruments were published
in the South Asian region by Pratama and his team (2020) or Lusiyana et al. (2020). While the first
study focused on testing the initial levels of data literacy, the second one aimed to verify
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the effectiveness of the MIRECAL learning model. Early this year, Suryadi et al. (2021)
complemented this initiative in this region by performing a descriptive study of the high school
students’ level of data literacy after passing physics classes. Nevertheless, none of the assessments
were comprehensive as they were focused solely on high school students and mostly in relation
to a specific subject or a learning framework.

The data literacy development has also brought some commercial initiatives like QlikTech’s (2018)
Data Literacy Project which develops corporate data literacy, which comprises of both individual
skills and the accessibility of the right data and assesses analytical culture. In cooperation with the
Wharton School, QlikTech constructed the Data Literacy Index which associates levels of corporate
data literacy to company performance results, in order to quantify the value that a company
achieves with a measured level of corporate data literacy. Then there is also the Data Literacy
Score, a team-based assessment tool developed by Jones (2020), which consists of 50 questions
on the Likert scale and evaluates data literacy factors, such as the ethics of handling data (Novak &
Pavlicek, 2021), the technology used in a company, or enabling a data-driven culture. Eventually,
individuals can take part in a 10-minute test developed by the Data to the People research group
(2020), based on a so-called Databilities framework, which delineates “18 core competencies with
up to 6 levels of capability across the dimensions of reading, writing and comprehension”.
According to our review, most of the commercial tools for data literacy assessment available
at the moment are rather subjective and based on the respondents’ feeling (e.g., Jones’ Data
Literacy Score or Qlik’s Data Literacy test for individuals) and they do not measure the whole
spectrum of data literacy competencies.

3. Our approach to data literacy

3.1. Data literacy competency model

To define data literacy, we start from the purpose of the general concept of literacy — to enable
people to participate fully in society (UNESCO 2020), which is currently impacted
by the availability and accessibility of enormous volumes of data — and from Gartner’s analogy,
which specifies data literacy as the ability to ‘read and speak data’ and which emphasizes the usage
of data. Therefore, data literacy should specify what one needs to know (the knowledge part)
or to be able to do (the skills part) in order to take advantage of data. In other words, it is an ability
to understand data and to make use of data. Compared to other models of data literacy, we would
like to point out understanding of the importance of data in a business context and the speak data
part of Gartner’s definition, which our model reflects with an individual area of competences (data
interpretation, communication, and decision-making).

Simply put, data literacy includes all the competencies that are needed for the ability to work with
data. Therefore, the first step in this project is to isolate and validate the competencies that are
relevant for the assessment. Given our team‘s academic background and the aim to enhance
companies’ skills capital, we aim to define data literacy competencies for employees in economic
fields, as well as soon-to-be employees — students of economics and business. As we assume that
different job roles require different competencies for handling data in their work and that every
company comprises of a different mix of job roles, the proposed competency model is defined
as a set of capabilities of an individual. To enhance data literacy across a company, individual
employee skills in relation to their job roles need to be improved.

When developing our data literacy competency model, we followed the method of card sorting used
in Wolff et al. (2016) and consulted with a panel of experts. We synthesized several models of data
literacy competencies (Prado & Marzal, 2013; Ridsdale et al., 2015; Grillenberger & Romeike,
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2018) and evaluated their components in the context of usability in the economic fields
of employment. Based on this research, we decided to divide competences into knowledge-related
and skills-related areas, in order to measure them separately. While knowledge competencies
measure the understanding of data concepts or approaches, the practical competencies measure
the abilities to apply these concepts or approaches. Within these two sections we identified five
categories of competencies:

A. Data Concepts, Ethics, and Protection

B. Analytical Principles and Methods

C. Data Collection and Preparation

D. Data Analysis and Evaluation

E. Data Interpretation, Communication, and Decision-Making

We aim to measure two levels of proficiency within these competencies. The first level represents
a common business user who is mostly a consumer of analytical outputs created by others.
The common business user needs to be able to follow steps in order to solve a problem
in an analytical manner, but they do not need to collect and prepare the data. On the other hand,
Level 2 represents a power user level, which combines the knowledge and skills of the previous
level with advanced abilities — especially in the area of data collection and preparation. The power
user can solve a data problem from the beginning to the end, including data acquisition
and transformation.

3.2. Prototype of the measurement of data literacy

Based on the proposed data literacy competency model, we constructed a prototype of the data
literacy assessment. In creating the questionnaire, we also employed the principles of the PPDAC
approach, which divides the inquiry process into stages: Problem, Plan, Data, Analysis,
and Conclusion (Wolff et al. 2016). This method used in school subjects teaching statistical
thinking allowed us to simulate a natural inquiry process, in which an inquirer first defines
the problem they want to solve using quantitative data and then continues by planning what kind
of data they need and how to get them. Subsequently, they collect the data, analyse them
and eventually come to a conclusion about the originally defined issue. In addition, this helped
us group questions into meaningful sections and give them a practical order.

Given the essence of the inquiry process, respondents of the test prototype had to work with
a simple dataset in Microsoft Excel in order to prove their data collection and preparation skills
aswell as in Microsoft Power Bl in order to analyse and evaluate data. The test comprised
of 38 multiple choice questions which measures one competency or more at the same time. When
creating the test, we followed the rule of including at least two questions per competency.
In the first prototype, we were able to cover all competencies, except the E2 section
of the competency model.

The aim of the prototype test, which was answered by 50 respondents, was to verify the validity
of the questions and to identify trends, which could support the proposed competency model levels.
It should be noted that the relationship between the model and the measurement goes
in both directions. The testing tool developed on the basis of this model will serve as another level
of the model validation as the results from the data literacy assessment will confirm or disprove
the components of our view on data literacy.

So far, we have performed an explorative analysis of the answers from our 50 respondents. The test
was submitted by 44 freshman students at a business university with several IT programmes and
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by 6 data professionals. Including data analysts was intentional and aimed to check how difficult
the questionnaire was. Even though the pool of respondents is not sufficiently large, we can draw
some preliminary conclusions and validate certain assumptions.

Figure 1 shows the achieved score structured according to age, along with the time spent filling out
the questionnaire. The histogram confirms our basic assumptions that with increasing age
and experience, the score rises as well. However, the difference in scores between less and more
experienced individuals does not seem to be substantial. Even though the group of older
respondents was more likely to include data professionals. Given the second variable monitored
in the histogram, the youngest group of respondents, which is also the most numerous one, did
the test more quickly which may reflect the fact that they skipped questions or made guesses more
often. The results of time needed for completing the test also suggest that spending twice as much
time with the test does not necessarily bring twice higher scores. In other words, there is no direct
proportion between these variables.
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Figure 1: Histogram of score and time based on age

Figure 2, which depicts score ranges in relation to English proficiency, offers another perspective
on the test results. The obvious hypothesis about the effect of the questionnaire’s language is that
afalse response may not be caused by the respondent’s knowledge or skills
but by a misunderstanding of the wording if the test is not in the respondent’s mother tongue.
Nevertheless, according to our preliminary results as shown in Figure 2, respondents with a basic
level of English typically performed better than respondents with a higher level of fluency
in English. Unfortunately, this relation between a higher score and the basic level of English
is not statistically significant as there are only 3 respondents with a basic level compared to 23
advanced or 10 fluent English speakers.

129



score

22.5 A
o T
17.51
15.0 1
12.5 1
10.0 A
7.5 1
5.0 A

Advanced Basic Fluent Intermediate
english_level

Figure 2: Boxplots of score ranges with respect to the level of English

In case of the level of skills in the auxiliary tools used in the test (Microsoft Excel and Microsoft
Power BI), the results are not surprising. As shown in the Figure 3, respondents with a higher level
of skills in Power Bl (intermediate as well as advanced) range in an interval with higher scores.

22.5 A
20.0 1
17.5 A
15.0 A1
12.5 A
10.0 A

score

7.51

5.0 1

Advanced Basic Intermediate None
powerbi_level

Figure 3: Boxplots of score ranges with respect to the level in Power Bl

4. Conclusions

Data literacy is a must-have set of knowledge and skills in today’s knowledge-based economy.
Nevertheless, in order to be able to develop the data literacy skills of individuals as well as working
teams, we need to be able to measure their current state and track their progress. To help bridge
the skills gap in companies, this project by a joint team of two universities defined a data literacy
competency model for business students and employees in economic fields. The model serves
as a steppingstone of data literacy measurement for this specific group. So far, the first prototype
of the measurement tool has been developed and requires a proper statistical analysis. In order to
measure data literacy comprehensively, other versions of the test will follow, based
on the statistical review. We expect that the constructed indicator, the measurement tool, will be
suitable for measuring the data literacy of both individuals and organizations data literacy. It can
serve as a tool for specifying data literacy competencies linked to different job positions, gaining
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the required knowledge and skills, and eventually for developing an analytical culture. The data
literacy measurement tool will serve as a critical assessment of where we are and where we need
to go and its findings may be transposed into tailor-made educational programs, bringing a solution
for the knowledge and skills gaps in data literacy.
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Abstract

The introduction of new digital services of e-government brings challenges to countries worldwide
in many areas. A major task of the state is to achieve a continuous understanding by society and
thus facilitate a voluntary transition to e-society. In the Czech Republic, a low percentage of
citizens use e-government tools on their own initiative, even though some of these tools have been
available for more than 10 years. Positive media coverage and the debate process are considered
key factors in the introduction of new technologies, as they affect the technology’s acceptance by
citizens. The paper aims to analyse the discourse in popular media focused on the newly launched
e-tax portal MY taxes. The results of the content analysis are then discussed, highlighting
interesting facts in the context of e-government. The results indicate that tax administrative burden
and the notoriously problematic public projects of the government are the most frequently
mentioned issues. To ensure citizens’ understanding and increase the acceptance of e-Services,
various government and public institutions should consider conducting similar studies before
developing new e-government applications.

1. Introduction

The digital economy is an important part of the fourth industrial revolution. For many states and
researchers, the field of state administration and e-government is becoming a central theme. In
addition to physical states, digital states are created; society acquires the status of e-society, and
services are transformed into e-services. According to indices that compare the digital maturity of
countries from the European Union and beyond, the Czech Republic has long been lagging behind.
For more than ten years, considerable funds from the organizational units of the state, state funds of
the Czech Republic on ICT and from EU funds have been continuously spent on the development
of digitization in the Czech Republic. Nevertheless, the Czech Republic has not succeeded in
establishing a digital state in comparison with other countries of the European Union. In the Digital
Economy and Society Index (DESI), the Czech Republic ranked 17th out of all 28 countries of the
European Union in 2020. In the area of digital public administration services, the Czech Republic
even ranked 22nd, although the Czech digital penetration rate is 88%. The country fell below the
European average in most aspects of the Government Benchmark (European Commission, 2020).

According to the results of the Supreme Audit Office’s control activities, a low percentage of
citizens use the applications and electronic services of public administration. Even though they
have been available for more than ten years. The objective of the inspection was to examine the
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economic effectiveness of the CZK 246.4 million spent in 2012-2019 on the electrification of
public administration, especially in connection with the implementation of electronic identification.
The certificate for electronic identification was activated in only 13% of the 1.76 million electronic
ID cards issued in this period. Only 0.5% of the total number of 8.7 million Czech citizens over the
age of 18 used the citizen portal when communicating with the authorities (Supreme Audit Office,
2020). Another example is the data boxes project, established in 2009 for online communication
with the public authorities, which is underused by entrepreneurs. According to the data of the
Ministry of the Interior of the Czech Republic, as of 21 June 2019, only 154,802 natural persons
engaged in business had voluntarily applied for a data box, out of 1.031 million active
entrepreneurs in the Czech Republic. Legal entities are obliged by law to use the data box
(eGovernment Network News, 2019). Data from the Czech Statistical Office show that in 2020,
57% of citizens aged 16-74 used the internet in negotiations with the public administration. In
comparison with other countries of the European Union, the Czech Republic achieves below-
average values, especially with regard to the usage of downloads and the electronic submission of
forms (Society Development Statistics Department, 2021).

Why do only a small percentage of Czech citizens use public administration e-services voluntarily?
There are many reasons. Besides the legal obligations arising from the use of the new information
system, problems occur due to their demanding technological adaptation and insufficient user-
friendliness (Yu, 2008; Wimmer & Holler, 2003). On the other hand, great importance is attached
to the media coverage of the topic of newly introduced technology. Information from the media
influences the way people perceive change and how they think about different aspects of
technology. Favourable reports on developed e-government technologies encourage citizens to use
them (West, 2005). A communication process that generates a positive attitude towards e-
government is considered a prerequisite for the technology’s successful implementation. Yildiz &
Saylam (2013) also emphasize the important role of discourse when justifying the presence of e-
government applications to various stakeholders. Before launching the process of innovating public
administration IT systems, it is important to properly identify the ideologies and understand the
interrelated relationships of all stakeholders. This facilitates social acceptance of the system
(Avgerou & Bonina, 2020; Kassen, 2020). The state of the digital transformation of the Czech
public administration has been changing significantly since 2020, when some of the priorities of the
Digital Czechia’s strategic concept were met. Thanks to the amendment to the Tax Code, the long-
awaited e-tax portal MY Taxes was launched (in Czech “MOJE dané”: modern/MOderni and
simple/JEdnoduchy). Its launch at the end of February 2021 provoked intense media discussion and
reflection. The Ministry of Finance even invested CZK 5 million in a promotional campaign to
raise citizens’ awareness of the benefits of the online tax office and of the new flat tax collection
tool. Fakhoury & Aubert (2017) consider the initial learning experience with the digital service to
be essential for its understanding, acceptance, and dissemination. Society’s transfer to e-services is
facilitated, accelerated, and intensified when citizens’ capabilities and experience are taken into
account. Effective communication to understand how to control technologies also plays an
important role in the implementation of e-services (Fakhoury & Aubert, 2017).

Following the important role of communication in the context of e-participation, the purpose of the
paper is to empirically document stakeholders’ discourses of the e-tax portal. In specific terms, this
refers to discourses that enable citizens to make sense of the applications and policies. Particularly,
the paper focuses on the following research questions: RQ1: What media discourses arose with the
newly launched Czech e-tax portal MY taxes? RQ2: What possible lessons can be learned for
future e-government projects as a result of the media discourse?
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2. Research Method

An inductive analysis of the media discourse was performed to find out forms and contents in
which e-tax portal is generating attention in the Czech media outlets. The dataset contains 138
articles, published during the period January 2016—March 2021, from ideologically different,
nationally circulating media (online newspapers / magazines, print, internet). As the most relevant
sources of articles were chosen:

e the 5 most frequently used Czech media brands in 2020 (according to Reuters Institute
Digital New Report) (Stétka, V. & Reuters Institute for the Study of Journalism, 2020),

o Seznamzpravy.cz, iDNES.cz, Novinky.cz, Aktualne.cz, Mlada Fronta DNES,
e Ministry of Finance website (mfcr.cz),
e Internet Info magazines (Lupa.cz and Mesec.cz),
e websites for entrepreneurs and personal finance (Podnikatel.cz and Penize.cz).

The media was selected based on the following characteristics: most read, online searchable, owned
by different groups of investors, written by different type of author, entrepreneurs oriented. The
analysis of e-tax portal discourses does not focus on discourses in the TV and radio because the
significance of the information is influenced by factors related to spoken expression. In the case of
TV, the prominence is also considerably affected by visual effects. Most of the articles selected for
analysis come from the news website Podnikatel.cz (21%). The portals Mesec.cz (13%) mfcr.cz
(Ministry of Finance, 12%) are also significantly represented. The remaining articles are evenly
distributed (5-9%). Most articles were written by the journalist or reporter. News about e-tax portal
MY taxes were identified by searching through the media database Anopress. The most used
keywords related to the project were “MOJE dan¢” (in English “MY taxes”), “mojedane”,
“mojedane.cz”, “dan¢ online” (taxes online in English), “online finan¢ni titad” (in English “online
tax office”), “virtualni finan¢ni ufad” (in English “virtual tax office”) etc. Among 261 read articles
mentioning MY taxes, 138 relevant articles were selected according to their similar amount of
information about MY taxes. From the other key text elements frequently studied in qualitative
content analysis, metaphors and strong adjectives were selected (Macnamara, 2005).

Both content and titles of articles are analysed to find units of variables. Messages expressed as
words or phrases are transformed to the categories based on applied arguments. Every statement
evaluating the online tax office MY taxes and related topics is considered as an argument. The
repeated arguments within the same article are counted as one incidence. Grouped arguments
around similar themes represent discourses. Subsequently, these discourses are inductively
developed and documented. In the same article, it is possible to find more than one type (positive /
negative / neutral) of discourse. Neutral discourses are not analysed in detail for their lower
informative value compared to extreme values.

3. Results

The arguments in 138 analysed articles were divided into 17 discourses (6 positive, 6 negative and
5 neutral). In total, 249 incidences of discourse are found, of which 142 positive (+), 61 negative (-)
and 46 neutral (0). Since the first public presentation of the planned MY taxes project in 2016,
citizens have not had much opportunity to learn more about the portal. Articles started to appear
more frequently during 2019. Of the positive discourses, the Discourse of Tax Compliance
Simplification prevails (72 % of the total 249 discourses). On the contrary, the most frequently
mentioned negative arguments are summarized by Discourse of Tax Administrative Burden (6 % of
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the total 249 discourses) and Discourse of Notoriously Problematic Government Public Projects (6
% of the total 249 discourses). The representation of neutral Discourses of Safety was also
significant (10 % of the total 249 discourses). An overall list of the positive and negative discourse
types, definitions and examples of arguments is presented in Table 1.

Table 1: E-Tax Portal Media Discourses

Discourse type | Definition / lessons learned | Messages and arguments

(+) POSITIVE DISCOURSES

Discourse of Tax
Compliance
Simplification

To support the use of e-tax portal, it is important
to motivate taxpayers.

taxpayer / user benefits; useful
portal properties

Discourse of Tax
System Transformation

It is important to inform citizens about intended
tax changes to increase the likelihood of citizens’
understanding and accepting changes.

new revolutionary e-tax system;
radical change; tax evolution;
client approach, pilot testing; key
project

Discourse of E-
Participation

To support the use of e-tax portal, it is important
to facilitate online access for citizens and offer the

various login options; bank
identity; online guide; future:

of Catching up with the
North-Western Europe

Simplification most acceptable ways to login for e-services. mobile applications, special
applications for the disabled
Discourse The Czech Republic and its citizens will benefit along the lines of the world best

from implementing European large experience
with successful e-tax systems.

practice; the inspiration in Estonia
and in experienced countries

Discourse of Tax Policy
Effectiveness

To understand the reasons for the portal
development and to justify the public finances
spent, it is important to explain portal’s
advantages.

simplification; reducing: the
number of tax audits, tax
administration and error rate;
streamlining

Discourse
of Voluntariness

The use of e-tax portal tools should be optional
without penalties in order to encourage citizen
participation.

new form will only be voluntary;
people can choose; only a
possibility

(-) NEGATIVE DISCOURSES

Discourse of Tax
Administrative Burden

Success in e-tax projects cannot
be accomplished without reducing administrative
burdens.

tax compliance difficulties;
bureaucracy; complicated law and
tax payment

Discourse Success in e-tax projects cannot be accomplished | problematic public procurement of
of Notoriously without repairing the reputation of Government IT systems; unsuccessful past
Problematic Public Projects. e-government projects
Government Public

Projects

Discourse of Political
Distrust and Influence

Success in e-tax projects cannot
be accomplished without trust in government
authority.

influence: populism, new election
period; system for election
campaign

Discourse of E-
Participation Problems

Success in e-tax projects cannot
be accomplished without sufficient
e-participation.

low number of electronic
submissions, insufficient
motivation, obligation

Discourse
of Slow Digitalization

Success in e-tax projects cannot

be accomplished without accelerating digitization
and without taking into consideration changes in
information technology.

digitization of the whole state
failed; eGovernment did not do so
well again; since 2009, not much
digitization has happened

Discourse
of Technical and
Usability Problems

Success in e-tax projects cannot
be accomplished without solving technical and
usability problems.

a sophisticated gateway to an
outdated and user-unfriendly EPO
application

Source: Author

Table 2 shows the percentage of positive and negative discourses’ incidence depending on the year
of article publishing and on the number of analysed articles in a given year. For example, 83% of
the 6 articles evaluated in 2006 contained Discourse of Tax Compliance Simplification. The
percentage in the rightmost column of the table 2 summarize the average number of articles per one
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year (counting 5 years and 3 months of 2021). For example, in a period of 5 years and 3 months,
Discourse of Tax Compliance Simplification appeared on average in 91% of articles per year.

Table 2: Media Coverage of E-Tax Portal (January 2016-March 2021): Percentage incidence of discourses per

number of analysed articles in a given year

Discourse type (%) 2016 | 2017 | 2018 | 2019 | 2020 | 2021 | AVG/
6a 6a 11a |53a |31a [3la |yr.
(+) POSITIVE DISCOURSES
Discourse of Tax Compliance Simplification 83 100 73 57 94 71 91
Discourse of Tax System Transformation 67 17 9 4 0 16 21
Discourse of E-Participation Simplification 0 0 9 4 16 16 9
Discourse of Catching up with the North-Western 0 0 4 2 9 10 5
Europe
Discourse of Tax Policy Effectiveness 50 17 9 0 3 0 15
Discourse of Voluntariness 17 0 9 2 0 0 5
(-) NEGATIVE DISCOURSES
Discourse of Tax Administrative Burden 17 33 27 11 13 0 19
Discourse of Notoriously Problematic Government 33 17 27 11 3 10 19
Public Projects
Discourse of Political Distrust and Influence 17 0 18 9 16 0 12
Discourse of E-Participation Problems 0 0 9 4 3 6 4
Discourse of Slow Digitalization 0 0 0 4 6 6 3
Discourse of Technical and Usability Problems 0 0 0 2 0 10 2

Source: Author

Expressive metaphors and strong repetitive adjectives were found in the articles. Adjectives which
give strong indications of a speaker’s or writer’s attitude: radical (tax radical change), revolutionary
(self-assessment, tax collection system), breakthrough / key / big / flagship (project), unequivocal
(priority), client-centred / human (approach). Metaphors and similes used: 1) The Ministry of
Finance envisages modern and simple taxes as a house with solid foundations (+). 1) The Ministry
now wants to change taxes just as chaotically and complicatedly as a dog and a cat made a cake
(-)- 1) Online taxes will be like electronic banking (0). 1V) It is like taking an old plane, where
everything works in analogue, and decide to change the wooden fuselage to titanium. But at the
same time leave analogue control and do not use the option to build an autopilot. And the state
does the same (-). V) Personally, | am guessing that it will turn out "as usual™ — that almost nothing
will happen in that four-year period (-).

4. Discussion

The results of the content analysis provide several interesting stimuli for discussion. A broad view
of the issue is supported by selected metaphors and similes. Demand for e-government services and
justification for projects are closely related to the public value created by e-government (Yildiz &
Saylam, 2013). Therefore, this article discusses discourses on e-tax-portal within the framework of
public value. Yildiz and Saylam (2013) emphasize the contribution of e-government research
focused on discourse analysis and media influence on the e-government domain. By understanding
the perceptions of e-government’s stakeholders, it is possible not only to better understand the
whole system of e-government, but also to design a successful new technology. Specifically, to
create an IT technology solution that citizens will be prepared to use, which they will understand,
and which will be better accepted by them (Yildiz & Saylam, 2013). It is important to understand
the factors influencing the adoption of e-government. Therefore, many researchers focus on the
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technology acceptance model (TAM), trust and usability of e-government technologies (Abu-
Shanab & Harb, 2019).

The percentage of Discourse of Tax Compliance Simplification and Discourse of Tax System
Transformation shows that the Czech government has been preparing for the new e-tax portal for a
long time. The benefits of the online tax office for users / citizens / clients / taxpayers have been
communicated regularly since 2016. However, the media space could have included more diverse
information multimedia and a more detailed description of the practical benefits. It is important to
communicate the resulting benefits not only for citizens, but also for the Financial Administration
and the state. Most articles bring repetitive arguments: taxes in a few clicks; simple; user-friendly
environment; intuitive, intelligent, and understandable interface; fast and automated process; all tax
obligations quickly and conveniently via the internet from the office or from home, without paper
forms and visits to tax offices. Thorough processing and publishing of practical benefits for self-
employed person (e.g., in the form of quantification of saved hours administrative burden) could
counteract the negative Discourse of Tax Administrative Burden and Discourse of notoriously
Problematic Government Public Projects. From this point of view, the author considers Discourse
of Voluntariness and Discourse of E-Participation Simplification to be very important. The most
frequent issues raised in media in the context of e-participation are: excessive complexity of the
logging in methods for ordinary users, mandatory electronic filing of tax returns for taxpayers with
a data box and the related relatively high sanctions for filing other than electronic form. In
metaphors, these unfortunate government decisions in the field of e-government are referred to as
"electronic whip" or "stab in the back" to the efforts of digitization.

Any effort for the e-government development is discredited by past unrealized projects, for which a
large amount of public funds was used (for example CZK 3.5 billion per unrealized Single
Collection Point). Disbelief in the progress of e-government and government promise has often
appeared in metaphors: it will turn out "as usual™ without anything to happen; we undoubtedly need
to fulfil the promise of 2006; "simplification of taxes" forms the slogan that has enchanted almost
all governments since the establishment of the Czech Republic. Trust is a significant factor in e-
government projects, influencing not only the adoption but also the subsequent relationship’s
phases (Méntymaéki, 2008). Additionally, the use of e-government can rebuild or increase citizens’
trust in government (Welch, 2005; Gracia & Arino, 2015; Arshad & Khurram, 2020).

An inductive analysis of content can suffer from some theoretical and procedural limitations. The
assessment of suitable articles for the analysis and categorization of discourses is based not only on
theoretical procedures but also on the author’s personal point of view. Wide range of insights
emerge from different ways of understanding words, phrases, contexts, and other linguistic
elements of articles. The incorporation of scholarly articles into the research method could bring
new significant interpretations, because the popular media often tend to take over official press
release without any deeper analysis or criticism. Additional factors could be considered in future
research, such as: categorization based on media weighting, page number or order in journal, use of
photos or visuals, headline positioning, information in the first paragraph, text formatting, balance
of supportive and opposing sources quoted, text / author credibility.

5. Conclusion

The paper reveals the occurrence of 17 media discourses appearing in 138 articles and mentioning
the newly launched Czech e-tax portal MY taxes. For the successful introduction of new e-
government services and for the subsequent possible increase in the level of e-participation, it is
necessary to understand both positive and negative discourses and their interconnectedness.
Governments should emphasize a continuous understanding of the interests, perceptions, and
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awareness of all e-government stakeholders. The results of the analysis also indicate potential
lessons learned for future e-government projects. By analysing media discourse and citizen needs,
government decision-makers can influence the incidence of negative discourses. Content analysis
offers a wide range of research that can support the appropriate introduction of new digital means
of e-government. Following this study, it would be highly stimulating to compare discourses
according to the specific type of media and according to the business relations and interests of its
owner. A comparative discourse analysis of different digitization tools could be performed to better
understand different media discourses during the development of e-government. Research could be
complemented by multimedia, social media, and visual content analysis.
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Abstract

A systematic analysis of the evolution of processes in C2C trading, which is carried out by
individuals in the virtual space of Russia under the conditions of the COVID-19 pandemic, is
realized in the article. Statistical processing of the relevant information allowed the authors of the
publication to form model of participants in such a segment of the E-commerce market, as well as
to forecast the course of events in the coming 1.5-2 years. Besides, an attempt to develop and
substantiate the most probable and effective strategies for the development of this business

direction was made.
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1. Introduction

The Covid-19 pandemic has made significant amendments to the implementation of the most socio-
economic processes around the world. In the new realities, various enterprises and organizations
were forced to search for creative solutions to adapt the structure and change the content of their
business projects. In particular, most of the trading companies have concentrated their activities in
the virtual space, creating their own online stores, organizing trading platforms, and numerous
Internet services for the delivery of various goods and services to the population. The relationship
between individuals, who had to solve their problems, actively using accounts in social networks
and on various Internet sites (including participation in online auctions), has also changed
significantly. In the Russian Federation, the evolution trends in 2020 in the field of C2C trading are
almost completely in line with global trends (Value Market Research, 2020). In particular, the
volume of the Russian trade market between individuals on the Internet has increased by 87% over
the past 18 months and has not only reached the level of 1 trillion rubles but, in fact, already
exceeded it in 2020. And the number of transactions carried out between individuals increased by
70% (Data Insight, 2020). In 2021, the above trends have not changed, but have intensified. Most
European countries have tightened measures aimed at struggling against the Covid-19 pandemic for
four months of this year. The total lockdown introduced in February 2021 doesn't not contribute to
the implementation of real business and services. The 2021 summer tourist season in Europe is at
stake. Therefore, to prevent a profound world economic crisis new ideas are necessary regarding
the intensification of business processes in any form. In this regard, the analysis of processes in the
field of C2C trading is an urgent task.

2. The aim and research methodology

Analysis of the business processes around the world, including in the Russian, will make it possible
to develop and substantiate effective scenarios for commercial activity recovery in general and E-
commerce in particular (Doucek, 2019). The aim of this study is to analyze the state and prospects
of C2C trading in the Russia under the conditions of the Covid-19 pandemic, as well as to form the
elements of a strategy for the development of this direction in business. The research methodology
is based on the realization of statistical processing and analysis of a large data set on the dynamics
of the main indicators of the corresponding processes development, as well as the implementation
of forecasting trends. In this article, the term C2C trading means trade transactions carried out by
individuals with other individuals via the Internet concerning material objects (goods).

3. C2C E-commerce in the Russian Federation under the conditions of the
COVID-19 pandemic

Under the conditions of self-isolation individuals due to the restrictive measures introduced by the
governments of most European countries, are forced to look for ways to form their family budget,
not expecting the restoration of business activity in the real sector of the economy in the near
future. Therefore, boosting the activity of individuals in social networks, on various Internet sites,
Internet auctions, where it is possible to sell new or used goods, as well as exchange them, is quite
expected (Kuptsov, 2020). At the same time, the activity of both sellers and buyers has increased
starting from the first half of 2019. This is caused by the synchronization of all socio-economic
processes in the world (Yablochnikov, 2019). In 2020, the above trends have just intensified.
However, the number of buyers on the C2C market of E-commerce in the Russian Federation
continued increasing, while the growth in the number of sellers has stabilized. But, simultaneously,
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the number of transactions per seller has increased (E-commerce, 2020). Today, the number of
buyers and sellers of the Russian C2C market is 13.2 million and 13.3 million, respectively. At the
same time, the number of transactions carried out by one seller per month increased. Statistical data
show that in 2017 the seller carried out on average one transaction per month, in 2019 - 1.3, in 2020
- 2.3 (see Figure 1).

The average number of transactions carried out by
one seller of the C2C market per month

2.3
- 1.3
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1
0.5
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Figure 1 - The average number of transactions carried out by one seller of the C2C market per month

Thus, those who have already acquired the status of a seller on the C2C Internet trade market are
carrying out more activity and, in fact, increase the volume of sales of goods. Moreover, for many
citizens, such activities have become very regular. Over the past 18 months in Russia, the relative
number of private sellers for whom this kind of commercial activity is the main or at least a
significant source of income has almost doubled, reaching 11% in November 2020 (in the spring of
2019, this index was equal to 6%). At the same time, for the majority of private sellers on the C2C
Internet market (about 76%), this type of activity is still an insignificant and irregular source of
income (E-commerce, 2020). It should be noted that in 2020 the relative number of male sellers in
the C2C trading increased significantly and reached the level of 63% (Figure 2).
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Figure 2 - Dynamics of the ratio of male/female sellers in the C2C market of E-commerce in Russia in 2017-2020

Such a change in the gender situation in this segment of E-commerce is due to the fact that under
the conditions of the Covid-19 pandemic, it was the male able-bodied population that suffered the
most in the labor market, since activities were ceased real production, which involved mainly male
workers. Besides, the relative number of sellers in the C2C trading market, whose age corresponds
to the 35-44 age range, has increased, and the share of sellers aged 25 to 34 has significantly
decreased. The growth in the average age of sellers in the C2C segment of E-commerce was 5 years
compared to 2019 and reached the level of 39 years. Information on the dynamics of the
distribution by age groups of C2C Internet market participants in Russia in 2017-2019 is shown in
Figure 3.
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Age of C2C Internet Market participants
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Figure 3 - Age of C2C Internet Market participants in 2017-2020

It is also interesting that in 2020, during the Covid-19 pandemic, more citizens with the average
income started being engaged in this type of E-commerce. Their relative number increased by nine
percentage points and reached the level of 87 % compared to 2017. Such redistribution was realized
mainly due to a decrease of participants in this market segment with a high income (Fig. 4)
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Figure 4 - Distribution of C2C Internet market participants by income level

Another trend that has formed over the past two years is an increase in the relative number of
sellers who are engaged in the so-called resale of goods. This segment of the C2C Internet market
in Russia actually increased by 1.5 and amounted to 12% of the total volume of E-commerce in
2020. At the same time, the majority of buyers (approximately 85%) preferred to purchase brand
new goods via various Internet platforms, including virtual message boards such as AVITO,
YOULA. And the volume of such transactions in the C2C format reached 15% of the total volume
of this market in 2020. Thus, there is an actual reorientation of the C2C market from trading used
items to new ones or goods discounted for certain reasons. A large share of the C2C market belongs
to goods that were previously purchased by those who sell them today; however, according to the
sellers’ opinion, for some objective reason these goods were never used, but only kept for a certain
time. Most of the transactions related to the purchase of brand-new goods in the C2C market
segment in Russia are carried out in the following categories of purchase and sale objects, namely:
goods for beauty and health, as well as various accessories. The largest assortment of goods offered
by private sellers still corresponds to the following categories: household appliances, electronics
and computers (almost a quarter of transactions), clothing and footwear (almost a fifth of
transactions) and children's products (17%), as well as spare details for cars, household goods,
goods for sports and recreation. Statistical data over the past three or four years indicate that the
structure of the Russian C2C E-commerce market has hardly changed (E-commerce, 2020; Global
C2C E-Commerce, 2020).

Significant growth in E-commerce in the C2C segment is typical for the period of the Covid-19
pandemic in quite large cities with a population of 100 to 500 thousand people (more than 1.8
times). But in Russian megacities, primarily in Moscow and St. Petersburg, there is a noticeable
decline (by about 17%) in this type of commercial activity in 2020. The number of sellers of the
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C2C segment of the Internet market who live in rural areas and small towns of Russia has remained
unchanged over the past three years. Such trends can be explained by the fact that socio-economic
relations in the province have not actually changed during the pandemic. Restrictions on contacts
between people in 2020-2021 by the municipal authorities, in many cases, were not introduced or
were implemented formally. And the persistent disregard of general recommendations on reducing
the number of social contacts was mainly explained by citizens living in rural areas, the low
population density, and, accordingly, the very low probability of infection with the Covid-19 virus.
Consequently, the citizens did not have an urgent need to move to the virtual space to realize their
activity and generate income. This trend apparently will sustain in 2021. According to the statistical
data for 2019, the C2C segment market has reached a certain intermediate level of saturation,
primarily in the Russian province. During the Covid-19 pandemic, the provincial Internet business
is forced to look for new sales markets. Therefore, in 2020, a development trend of the C2C sector
has emerged, i.e. a significant expansion of the geography of Internet transactions is being
implemented. It is obvious a noticeable increase in the number of sellers in the C2C Internet
business sector, who sell their goods to buyers who live not only outside a certain settlement but
also in the region. This fact, in particular, is confirmed by statistical data on the relative number of
those sellers of the C2C sector who sell goods only within their city. Their share has decreased by
19% since 2017. And the number of sellers realizing goods throughout the country increased by
11%.
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Figure 5 - Distribution of the total volume of transactions by methods of delivering goods from seller to buyer in
the C2C segment of the Internet trade market in 2019-2020

The mentioned trends regarding the spatial redistribution of business interests of the participants in
the C2C segment of Russian E-commerce are explained by the rapid development of the logistics
sector, which not only demonstrated a significant increase in the volume of services provided in
2019-2020, but also expanded their range. Digital bulletin boards, which are preferred by the
participants in the C2C segment of the E-commerce market, have organized under the new
conditions not only their delivery services but, in fact, specific systems for the implementation of
mutual financial settlements between registered buyers and sellers. Therefore, the number of C2C
segment goods, which were delivered either by courier (in 2020 - 16%), or by the seller himself (in
2020 - 11 %), increased. However, according to the Statista Internet portal data, the most popular
ways of making a deal between a seller and a buyer in 2020 were either a face-to-face meeting
(24%), or the buyer picked up the relevant product from the seller on his own (35%). However, it is
the last method of making real transactions on the C2C market that is traditionally the most
acceptable for both parties of this type of socio-economic relations in Russia. Figure 5 presents the
information on the distribution of the total volume of transactions by methods of delivering goods
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from seller to buyer in the C2C segment of the Internet trade market in the Russian in 2019-2020
(Statista, 2020).

The above information also indicates that the confidence of buyers and sellers of the C2C segment
in the work of the Russian Post is decreasing, due to the low quality of services provided by this
logistics structure. And, consequently, confidence in the newly organized numerous private
logistics companies and delivery services is growing. According to the authors, this trend will also
sustain in 2021. The last thesis is already confirmed by statistical data for the first quarter of 2021.

4. Conclusion

Today the C2C segment of the Internet market in Russia is a huge independent conglomerate of
social, economic and informational relationships formed between its many participants. The above
relationships are characterized by specific principles, laws and trends. This market has its unique
characteristics that are not congruent with (to) the B2C market. A kind of motivation for carrying
out commercial transactions in the C2C segment is not so much the price of various goods, which,
as a rule, is slightly lower than the average price of the corresponding B2C market for similar
goods, but the availability of some opportunity to purchase something unique, rare or even antique.
Such goods, as a rule, are not offered for sale in real or virtual stores. Thus, the C2C Internet
business has its own rather specific segment in the market of goods and services. A set of trends,
which indicate a significant reformatting of the structure of this segment of the Internet market and,
in some way, the transformation of its essence has formed under the conditions of the Covid-19
pandemic. These tendencies and trends, as evidenced by statistics, in particular for the first quarter
of 2021, will sustain. Especially as the situation regarding the evolution of the epidemic caused by
coronavirus infection in the world in general and in Europe, in particular, has not, unfortunately,
improved yet.
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Abstract

The article explains how COBIT 19 publications and tools can be used in setting priorities of the
Information and Technology (I&T) objectives, implementation of chosen components of governance
system and applying best practices in the context of changes caused by the COVID 19 pandemic.
The use is demonstrated on two use cases.

1. Introduction

The pandemic of the Corona virus or COVID 19 spread across the world rapidly and devastated
humans and nearly all the services. This situation has never been experienced in the past and
therefore it is difficult to find the best solution to this problem. With respect to the sometimes
chaotic and unexpected changes in reaction of different government institutions on COVID 19
organizations have to react immediately and thus implement quick partial solutions of these
emergency changes. The main aim of the article is to show, how COBIT 2019 (referred to as
COBIT 19) can help organizations to develop more robust Enterprise Governance Systems (EGIT)
that will be dynamic and flexible enough and each time when the core business factors are changed
(e.g., a change in strategy or technology), the impact of these changes on the EGIT system can be
considered.

The main research question of the article is: How can COBIT 19 help organizations adapt their
EGIT to the changes brought about by COVID 19. The methods used within the research have a
base in DSRM (Design Science Research Methodology for Information Systems Research)
(Peffers, 2007). The research is based mainly on secondary research methods.

2. The Relationship Between COBIT and COVID

EGIT is concerned with value delivery from digital transformation and the mitigation of business
risk that results from this transformation. It should help organizations to communicate and share
responsibility over the digital transformation across the firm from board level across the executive
levels up to individual IT professionals. EGIT is an integral part of the corporate governance. In
(ISACAC, 2018, p.11) it is stressed, that it is complex and multifaceted — no ,,one solution for all*.
COBIT 2019 is a business framework that facilitates EGIT. It can be used to deploy new and
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existing digital platforms and technologies to survive and thrive. It is based on the core framework
of EGIT which covers all different components of EGIT and in the clear form presents users the
best practices that relate to these components. The research presented in (ISACA, 2021) shows that
the digital leaders (which means organizations that have a proven track record of disrupting
traditional business models) are better prepared for continuous improvement of the strategic plans,
and technology risk assessment. These abilities are based on best practices, lessons learned and
goals metrics. According to the same research (ISACAd, 2021, p.13) 58% of the companies have
identified COBIT as the most important industry framework for the assessment of the technology
based risk. The mutual relationship between COVID 19 and COBIT 19 is thus apparent: COVID 19
has accelerated globally the digital transformation of all organizations and COBIT 19 is the
methodology that should help organizations to implement and continuously improve and adapt their
EGIT as the best practice for their digital transformation.

Basically COBIT 2019 offers two ways how to influence the design of an enterprise’s governance
system and position it for success in the use of I&T with respect to COVID 19. These ways are
based on goals cascading and design factors. They are not mutually exclusive, but may be
complementary.

2.1. Goals Cascading

The leading idea of COBIT 2019 governance system design is that the system must respect
stakeholder needs that need to be evaluated and transformed into an enterprise’s strategy. Enterprise
strategy used to be described by the help of enterprise goals. COBIT 2019 submits examples of 13
standard enterprise goals EGO1 — EG13. These goals are mapped to alignment goals which are
examples of 13 standard IT goals (AG01 — AG13). Based on the setting priorities for alignment
goals, relevant governance and management objectives can be selected. The description of the 40
governance and management objectives represents the core part of COBIT 2019. Objectives are
standard general examples of I&T goals that are capable to contribute to enterprise goals. Different
sets of objectives are able to support different sets of enterprise goals. Objectives are grouped into
five domains: Governance objectives are grouped in the Evaluate, Direct and Monitor (EDM)
domain and Management objectives are grouped in four domains (Align, Plan and Organize (APO);
Build, Acquire and Implement (BAI); Deliver, Service and Support (DSS); Monitor, Evaluate and
Assess (MEA). (ISACAc, 2018) provides detailed description of these 40 governance and
management objectives. Each objective is furthermore described by the help of components.
Components are factors that, individually and collectively, contribute to the good operations of the
enterprise’s governance system over I&T. COBIT 2019 recognizes 7 components: Processes,
Organizational structures, Information flows and items, People, skills and competencies, Policies
and procedures, Culture, ethics and behaviour, Services, infrastructure and applications. The impact
is on Processes (Process component) and there is a rule that one objective relate to one process
component (together there exist 40 processes supporting 40 objectives).

To summarize the COBIT goals cascade contains 13 enterprise goals, 13 alignment goals and 40
I&T objectives. All these artefacts are mapped to each other. Thus an enterprise’s governance body
should review, revise, reset and reframe the enterprise goals after considering the impact of COVID
19 on the enterprise. Based on the updated enterprise goals set by the governance body, the
management team can select alignment goals. Based on alignment goals, relevant governance and
management objectives can be selected, and for these, relevant components (guidance and best
practices can be extracted and used to implement and improve relevant processes and practices as
required. These can be further customized and integrated with other standards and frameworks as
required.
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(ISACAa, 2018) describes the proposed work flow for designing a tailored governance system. It
consists of three steps each of them is divided into substeps. The different steps and substeps should
result in recommendations for prioritizing governance and management objectives or related
governance system components. Within the steps and substeps we are to combine the qualitative
and quantitative approaches. The main parts of this approach are design factors (DF). Design
factors are factors that can influence the design of an enterprise’s governance system. COBIT takes
in account 11 design factors (DF1 — DF11). They are listed in Table 1 and organizations can use
any combination of them.

Table 1: List of design factors

DF1 | Enterprise strategy: enterprises can have different strategies, which can be expressed as one or more of the
archetypes

DF2 | Enterprise goals supporting the enterprise strategy: enterprise strategy is realized by the achievement of (a set
of) enterprise goals

DF3 | Risk profile: identifies the category of I&T related risk to which the enterprise is currently exposed

DF4 | 1&T-related issues: should consider which 1&T related issues organization currently faces.

DF5 | Threat landscape: enables the classification of the threat landscape under which the enterprise operates

DF6 | Compliance requirements: allows classifying the compliance requirements to which the enterprise is subject

DF7 | Role of IT: The role of IT for the enterprise can be classified

DF8 | Sourcing model for IT: allows classifying the sourcing model the enterprise adopts

DF9 | IT implementation methods: IT implementation methods (agile, DevOps, traditional and hybrid) can be
prioritized

DF10 | Technology adoption strategy: enables classification of the IT adoption strategy

DF11 | Enterprise size: takes in account the size of the company measured in the number of full-time employees

3. Tools Enabling Dynamic Redesign of the Governance System

In relation to the two approaches to dynamic governance system design described above COBIT 19
comes with two different tools enabling organizations to flexibly prepare materials for an
enterprise’s governance body goals review. Both the tools can force the different stakeholders to
discuss change settings and priorities in governance system. The inputs of these tools are
quantitative settings of different attributes of an enterprise, the output is the list of I&T governance
and management objectives most relevant to the input settings.

3.1. COBIT 19 Top Down Tool

COBIT 2019 Top Down tool is the Excel table which simplifies the application of goals cascading
described in Chapter 2.1. It consists of 5 sheets: Enterprise goals, Alignment Goals, Processes,
Practices, Activities. The knowledge imbedded in this tool is the alignment between goals and
process component. Using this tool you can discuss not only the priorities of process component,
but the priorities of process practices and activities as well. Setting priorities depends on the
assigned values to chosen relevant goals and using weights. Where it is reasonable, examples of
metrics are available. Each sheet includes filters for results presentation. The needed input of this
tool is setting priorities for enterprise and alignment goals. The output is the set processes
(practices, activities) and metrics most relevant to the input settings.

3.2. COBIT 19 Design Guide Tool

The COBIT Design Guide tool is an Excel spreadsheet-based tool that facilitates the application of
the governance system design workflow. It represents the second approach to quantify and rank
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priorities for governance and management objectives (processes). It is more complex way
comparing previous tool as it supports the assessment of the important design factors in three steps
described in (ISACAa, 2018). The tool consists of

e A canvas tab that consolidates all results of the governance system design workflow
e One tab for each design factor (DF), where:
o Values can be entered and graphically represented

o Priority scores for governance and management objectives are calculated and
presented in table format and graphically in two diagrams.

e Two summary tabs (one after Step 2 and another after Step 3 of the governance system
design workflow) that graphically represent the outcomes of each completed step.

The tool also includes mapping tables for design factors that have input values used by other tabs,
but these tables are hidden to increase the readability of the spreadsheet.

4. Use Cases for COBIT 2019 Adoption

The previously mentioned COBIT concepts and tools can be practically applied to redesign
enterprise governance system to meet the challenges of COVID 19. Recently available research
results about the impact of COVID on IT related risks from IT audit point of view (e.g. Deloitte,
2021, p.10; KPMG, 2020, p.2; ISACAd, 2021, p.19) agree that IT security (with impact on
cybersecurity), business/operational resilience and regulatory compliance (with impact on
confidentiality and privacy) are the top three issues most organizations face. Based on this
conclusion the input data for the two tools were assigned.

4.1. Application of the COBIT 19 Top Down Cascading Tool

The recommended work-flow for Top down cascading tool is the next:

1. Identify the primary enterprise goals: EG06 Business service continuity and availability is
the primary enterprise goal, EG3 Compliance with external laws and regulations, EG12
Managed digital transformation programs.

2. ldentify the alignment goals (AG) with the highest rating according to imbedded mapping
tables of the tool: AG7 Security of information, processing infrastructure and applications,
and privacy, AG11 IT compliance with internal policies, AG1 IT compliance and support
for business compliance with external laws and regulations.

3. ldentify the governance and management objectives (Table 2).

Table 2: CASE1-Final list of related governance and management objectives

ID Objective name

EDMO01 Ensured Governance Framework Setting and Maintenance
APOO1 Managed I&T Management Framework

BAI11 Managed Projects

DSS04 Managed Continuity

DSS05 Managed Security Services

EDMO03 Ensured Risk Optimization

APO13 Managed Security

APO12 Managed Risk

BAI10 Managed Configuration
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BAI02 Managed Requirements Definition

APOO03 Managed Enterprise Architecture

BAIO3 Managed Solutions Identification and Build

4. Discuss priorities of the recommended objectives in context of their current state (e.g.
capability level) in your enterprise.

5. Summarize the changes required, obtain approval and identify the relevant performance
measurement metrics to monitor and assess the result.

4.2. Application of the COBIT 19 Design Guide Tool

The precondition for the application of the tool is the quantification of the options offered in all or
selected DFs. In this case the quantification of the DFs is partly fictitious and partly respects the
impact of COVID 19.

The recommended work-flow (governance system design process) for COBIT 19 Design Guide
Tool is the next:

1. Understand the enterprise context and strategy and set the values for DF1 — DF4.

2. Determine the Initial Scope of the Governance System. Initial scope of the objectives.

The values of individual DFs that have gained the highest importance and resulted initial scope of

objectives with ratings higher than 60% are available in Table 3.

Table 3: Results after the Step 2 of work-flow

. Initial scope of the objectives with
DF | DF settings ratings higher than 60%
DF1 | Client service stability . 0
DF2 | EG06 Business service continuity and availability APO13 Managed security (100%)
- n - - APO12 Managed Risk (90%)
DF3 | Enterprise/IT architecture, Unauthorized actions and DSS04 Managed Continuity (75%)
Logical attacks (hacking, malware, etc.) DSS02 Manage Service Request and
DF4 | Significant 1&T-related incidents, such as data loss, security Incidents (75%)
breaches, project failure and application errors, linked to IT

3. Refine the scope of the governance system and set the values for DF5 — DF10 (DF11 was
omitted).

4. Resolve conflicts and conclude the governance system design. The values of DFs and the
final scope of the objectives with ratings higher than 60% is in Table 4.

Table 4: CASE2 List of DFs values and final scope of governance and management objectives

DF

DF settings

Final scope of the objectives

DF5

Threat landscape: High (75%)

DF6

Compliance requirements: Normal (75%)

DF7

Role of IT: Factory

DF8

Sourcing model for IT: Cloud (50%), Outsourcing
(30%), Insourced (20%)

DF9

IT implementation methods: agile (50%), DevOps,
Traditional (40%), Hybrid (10%)

DF10

Technology adoption strategy: Follower (70%)

APO12 Managed Risk (100%)

APO13 Managed Security (95%)

DSS04 Managed Continuity (80%)
DSS02 Manage Service Request and
Incidents (75%)

DSS05 Managed Security Services (70%)

5. Step is the same as in previous case.
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5. Conclusion

The two examples of COBIT 19 application and their support by automated tools aim to
demonstrate how to prioritize IT objectives in relation to the changing business strategy. In this
way, it is possible to react relatively quickly to the changes in IT brought about by COVID 109.

The Top down cascading tool is a simple tool that only automates the logic of mapping tables
between EG, AG, and objectives. Input data are the subject for discussion between IT and business
professionals. The output is a relatively wide range of objectives that are global in nature (i.e. have
links to several different EGs).

The Design guide tool is a more sophisticated tool that prioritizes objectives based on the
evaluation of several different DFs. It therefore requires more intensive communication with
various stakeholders, but the output is a more precise definition of the initial extent of governance
system, which corresponds to the situation of the organization.

COVID 19 pandemic is certainly not an ideal opportunity to implement the governance system in
its entirety. At the same time, however, it is not advantageous for organizations to respond
unsystematically to the rapidly changing conditions of their business and its support by I&T.
COBIT 19 makes it possible to select those goals and their components that are currently important
for the enterprise and thus create a consistent basis for further adjustment and implementation of
governance system.
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Abstract

As a result of the growing importance of IT, organizational decision creators are increasingly
confronted with important I1T-related decisions at all managerial levels. Strategically oriented IT
management aims to ensure adequate control over current and future use of IT. The EGIT
(Enterprise Governance of IT) is concerned with providing value from the digital transformation
and mitigating the business risk arising from the digital transformation. The article deals with the
connections between EGIT and the structure of COBIT® 2019 with respect to the effective
innovation of enterprise IT.

1. Introduction

Gartner first introduced the idea of "improving IT governance™ in its CIO management priorities for
2003. From the beginning, due to the focus on "IT", the discussion on IT government focused
mainly on IT. However, EGIT clearly goes beyond IT-related responsibilities and extends to the
(IT) business processes needed to create and protect the business value of IT as shown fig. 1.

Enterprise onates Business / IT enables | Business value
governance of [T alignment from IT investments

Figure 1. EGIT - Alignment value conceptual model
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The International Organization for Standardization (ISO) has issued the EGIT ISO 38500 standard,
which sets out six principles that guide the current and future use of IT, and addresses roles
and responsibilities in business and IT. These are the following 6 principles (ISACA, 2018d):

1.

6.

2
3
4.
5

Responsibility
Strategy
Acquisition
Performance
Conformance
Human Behavior

EGIT is an integral part of corporate governance and addresses the definition and implementation
of processes, structures and relational mechanisms in the organization (Van Grembergen et al.,
2009), as shown fig. 2.

Structures Processes
Roles and responsibilities, IT organisation Strategic Information Systems Planning, (IT)
structure, CIO on Board, IT strategy BSC, Information Economics, SLA, COBIT,
committee, IT steering committee(s) Val IT, ITIL, IT alignment / governance
maturity models

Enterprise governance of IT

Relational mechanisms

Active participation and collaboration between principle
stakeholders, Partnership rewards and incentives,
Business/IT co-location, Cross-functional business/IT
training and rotation

Figure 2. EGIT - Structures, processes and relational mechanism

The definition of EGIT explicitly emphases that the outcome of EGIT is the alignment of IT with
the business. Venkatraman et al. (1993) described the relationship between business and IT in the
Strategic Alignment Model (SAM), which is based on two building blocks (see fig. 3), namely:

Strategic customization

Functional integration, where there are two types of functional integration, i.e Strategic and
Operational

3
IS
= E Business Strategy IT Strategy
[T
o &
V)
w
[
= 3
= E Organizational Infrastructure IS Infrastructure
§ and Processes and Processes
Business Information Technology

FUNCTIONAL INTEGATION

Figure 3. Strategic Alignment Model (SAM); Source: (Venktraman et al, 1993)
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The external and internal domains have equally important, but managers have traditionally
considered IT strategy in terms of the internal domain, because historically IT has been seen
as a supporting function that has been less important to the business (ISACA, 2018a).

2. Potential benefits of innovation through EGIT

EGIT is concerned with providing value from the digital transformation and mitigating the business
risk arising from the digital transformation. More specifically, 3 main results can be expected after
the successful adoption of EGIT (ISACA, 2018b):

e Realization of benefits
e Risk optimization

e Resource optimization.

3. COBIT® 2019 as the methodological framework of EGIT

EGIT means all the technology and information processing that a business implements to achieve
its goals, no matter where it happens in the business. The COBIT® 2019 clearly distinguishes
between governance and management. These two disciplines involve different activities, require
different organizational structures and serve different purposes (ISACA, 2018c).

The governance ensures that:

e Stakeholders' needs, conditions and capabilities were assessed to set balanced and agreed
business goals.

e The direction of the company's development was determined through setting priorities
and decision-making.

e Performance and compliance were monitored based on agreed direction and goals.

Management plans, builds, operates and monitors activities in accordance with the direction set
by the management body to achieve the company's goals.

COBIT® 2019 was developed based on 2 sets of principles (ISACA, 2018d):

Six Principles that describe the core requirements of a governance system for enterprise
information and technology:

1. Providing stakeholder value to satisfy their needs and to generate value from the use of IT.

2. Holistic approach when a governance system for enterprise IT is built from a number
of components that can be of different types and that work together in a holistic way.

3. Dynamic governance system. This means that each time one or more of the design factors
are changed, the impact of these changes on the EDGE system must be considered.

4. Governance distinct form management governance when is clearly distinguish between
governance and management activities and structures.

5. Tailored to enterprise needs by using a set of design factors as parameters to customize
and prioritize the governance system components.

6. End to end governance system which should cover the enterprise end to end.
Three Principles for a Governance Framework:
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1. Based a conceptual model identifying key components and relationships between
components to maximize consistency and enable automation.

2. Open and flexible governance should be allowing the addition of new content and the ability
to address new issues in the most flexible way, while maintaining integrity and consistency.

3. Aligned to major standards should align to relevant major related standards, frameworks and
regulations.

COBIT® 2019 improves on prior versions of COBIT in the following areas ISACA, 2018a):

e Flexibility and openness when the definition and use of design factors allow COBIT
to be tailored for better alignment with a user’s particular context. The COBIT open
architecture enables adding new focus areas or modifying existing ones, without direct
implications for the structure and content of the COBIT core model.

e Currency and relevance when the COBIT model support referencing and alignment
to concepts originating in other sources.

e Prescriptive application when the models such as COBIT can be descriptive and
prescriptive. The application of tailored COBIT governance components is perceived as a
prescription for a tailored IT governance system.

e Performance management of IT when the structure of the COBIT performance management
model is integrated into the conceptual model. The maturity and capability concepts are
introduced for better alignment with CMMI.

3.1. Governance and management objectives of innovation EGIT
To achieve business goals through IT, a number of governance goals need to be achieved. The basic
concepts related to the objectives of administration and management are:

e Each management or management goal always involves one process and a number of
related components of other types that help achieve the goal (Ministr & Pitner, 2017).

e A governance objective relates to a governance process, while a management objective
relates to a management process. Boards and executive management are typically
accountable for governance processes, while management processes are the domain of
senior and middle management (Maryska & Doucek, 2017).

The governance and management objectives in COBIT are grouped into 5 domains.
Governance objectives are grouped in the one domain:

e Evaluate, Direct and Monitor (EDM) domain. In this domain with 5 processes which
the governing body evaluates strategic options, directs senior management on the chosen
strategic options and monitors the achievement of the strategy.

Management objectives are grouped in 4 domains:

e Align, Plan and Organize (APO) domain. This domain has 14 processes which addresses
the overall organization, strategy and supporting activities for IT.

e Build, Acquire and Implement (BAI) domain. This domain has 11 processes which treats
the definition, acquisition and implementation of IT solutions and their integration in
business processes.

e Deliver, Service and Support (DSS) domain. This domain has 6 processes which addresses
the operational delivery and support of IT services, including security.
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e Monitor, Evaluate and Assess (MEA) domain. This domain has 3 processes which addresses
performance monitoring and conformance of IT with internal performance targets, internal
control objectives and external requirements.

3.2.  Components of the governance system

In order to meet the goals of administration and management, each company must implement, adapt
and maintain a management system built from a number of components. Components:

e are factors that, individually and collectively, contribute to the good operations of the
enterprise’s governance system over IT (Danel et al., 2015);

e interact with each other, resulting in a holistic governance system for IT (Clopecky et
al,2019).

e can be of different types which are:

o Processes which describe an organized set of practices and activities to achieve
certain objectives and produce a set of outputs that support achievement of overall
IT-related goals.

o Organizational structures which are the key decision-making entities in an enterprise.

o Principles, policies, procedures, and frameworks which translate desired behavior
into practical guidance for day-to-day management.

o Information that is pervasive throughout any organization and includes all
information produced and used by the enterprise. COBIT focuses on information
required for the effective functioning of the governance system of the enterprise
(Doucek et al, 2011).Culture, ethics and behavior of individuals and of the enterprise
which are often underestimated as factors in the success of governance and
management activities

o People, skills and competencies which are required for good decisions, execution
of corrective action and successful completion of all activities.

o Services, infrastructure and applications which include the infrastructure, technology
and applications that provide the enterprise with the governance system for IT
processing.

Components of all types can be generic or can be variants of generic components:

e Generic components are in nature and generally need customization before being practically
implemented.

e Variant components are based on generic components but are tailored for a specific purpose
or context within a focus area (e.g., information security, concrete regulation, etc.).
3.3. Process of design governance system

The IT management system design process is generally divided into several phases, which include
steps, as shows figure 4. The implementation of these phases results in recommendations
for prioritizing governance objectives or related components of the governance system, for target
capability levels or for adopting specific variants of the governance system component.
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/' 2.Determine 3

the initial 3. Refine the 4. Conclude the
scope of the ) scope of the governance

governance
system.

1. Understand
the enterprise
context and
strategy.

gos\'yil't:?‘l‘lce system design.

Figure 5. Governance system design workflow, source: (ISACA, 2018)

It is generally recommended to record and visualize any instructions that have been obtained.
In the last phase, it proposes the need to resolve conflicts between the identified design elements.

4. Best practices and identified processes of EGIT

In previous EGIT implementations, next practices have been identified and subsequently published
(De Haes et al, 2009). These practices can be divided into next areas:

e Practices identified and defined structures
e Practices identified and defined processes
e Practices identified and defined relational mechanisms

5. Conclusion

Research has shown that companies poorly design or prepare approaches to EGIT perform worse
in aligning business and IT strategies and processes. As a result, these businesses are less likely
to achieve their thoughtful business strategies and realize the business value they expect from
the digital transformation.

EGIT can be implemented using many methodological frameworks. The COBIT® 2019
methodological framework seems to be very suitable, as it has built-in structures, processes
and relational mechanisms that support the creation and implementation of effective EGIT.

According to the authors, the key principles of COBIT® 2019, which ensure the creation
of effective EGIT, are the Dynamic governance system, Governance distinct from Management,
and End-to-end governance system.

6. References

ISACA. (2018a). COBIT® 2019 Framework: Introduction and Methodology. ISACA, 2018. ISBN 978-1604207286.

ISACA. (2018b). COBIT® 2019 Framework: Governance and Management Objectives. ISACA. 2018. ISBN 978-
1604207286.

ISACA. (2018c). COBIT® 2019 Design Guide: Designing an Information Technology Governance Solution. ISACA,
2018. ISBN 978-1604207613.

ISACA. (2018d). COBIT® 2019 Implementation Guide: Implementing and Optimizing an Information and Technology
Gevernance Solution. ISACA. 2018. ISBN 978-1604207620.

De Haes S et al. (2009). Enterprise Governance of IT: achieving strategic alignment and value. Springer, 2009. ISBN
978-3030259174.

158



Danel, R.; et al; (2015). Information Support for Sales Management in the Company OKD a. s., 11th International
Conference on Strategic Management and its Support by Information Systems, Uherské Hradisté, Czech
Republic, 2015. pp. 46-54

Doucek, P. et al. (2011). Information Management in Web 2.0 Technology Context Changes in Competitiveness
Requirements on ICT graduates. In proceedings of 9th International Conference on Strategic Management and its
Support by Information Systems, SMSIS 2011. Celadna, Czech Republic: VSB - Technical University of
Ostrava, Faculty of Economics, 2011. pp. 34-45. ISBN: 978-80-248-2444-4.

Chlopecky, et al. (2019). External analysis for the purpose of strategic decision-making of heating company. 13th
International Conference on Strategic Management and Its Support by Information Systems, SMSIS 2019.
Ostrava, Czech Republic: VSB-Technical University of Ostrava, pp. 33-41.

Maryska, M. & Doucek, P. (2017). Model REMONA pro zlepSeni kvality fizeni vykonnosti firemni informatiky: Jak
snizit postylky v podnikové informatice. Prosperita kvalitnich inovaci, 2017, 21(3), 15-35. ISSN 1335-1745

Ministr, J. & Pitner, T. (2017). Process Support of Information Security according to COBIT® 5. In Proceedings of the
12 th International g:onference on Strategic Management and its Support by Information Systems 2017. Ostrava,
Czech Republic: VSB - Technical University of Ostrava, Faculty of Economics, 2017. s. 418-424. ISBN 978-80-
248-4046-8.

Van Grembergen et al. (2020). Enterprise Governance of IT

Venkatraman, N. et al. (1993). Continuos Strategic Alignment: Exploiting Informationa Technology Capabilities for
Competitive Success. European Management Journal. 1993, 11(2), 139-149. ISSN 0263-2373

159



160



DIGITAL TRANSFORMATION IN CRISIS
MANAGEMENT

161



162



RISK, VULNERABILITY AND RESILIENCE ANALYSES
FOR PANDEMIC MANAGEMENT: CHALLENGES AND
PERSPECTIVES OF APPROACHES FOR THE FUTURE

Karin Rainer, Christina Fastl, Alois Leidwein, Peter Nemenz,
Markus Hoffmann, Krista Rathammer, Viktoria Kundratitz

Austrian Agency for Health and Food Safety (AGES)
karin.rainer@ages.at

Georg Neubauer, Alexander Preinerstorfer

AIT Austrian Institute of Technology GmbH (AIT)
georg.neubauer@ait.ac.at

Georg Aumayr, Sabrina Scheuer

Johanniter Research
georg.aumayr@johanniter.at

Iris Eisenberger, Annemarie Hofer, Sebastian Scholz

University of Graz
iris.eisenberger@uni-graz.at

Keywords

Pandemic management, interoperability, coordination of data, SARS-CoV-2, COVID,
communication, analysis integration, use cases, lessons learned, AGES Austrian Agency for Health
and Food Safety

Abstract

COVID-19 represents one of the greatest global challenges of the last decades in terms of medical,
coordination and management aspects, but also on the societal and economic level. The borderline
experience of dealing with such a complex, global event has shown that Austria — as the majority of
countries and organizations — was inadequately prepared for a crisis of this kind in some areas.
The call for a comprehensive, applicable and interoperable solution portfolio including evidence-
based analysis of current processes/structures, tools and infrastructures as well as lessons learned
from the current pandemic response, is evident. The “ROADS to Health” reflect this approach’, a
holistic solution set up aiming at developing a technologically supported, clearly structured

7 At the time of drafting the paper, the project reflecting the ,,ROADS to Health“-solution set is under evaluation by
national funding agencies.
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pandemic management for the future. Experiences from the current management will be processed
and included in risk analyses to describe further, possible future pandemic scenarios in order to
derive practical resilience strategies and develop connectable tool modules and a roadmap.
"Strengthening strengths, bridging weaknesses” will be the overarching goal, taking into account
specific, particularly relevant questions and tasks of the stakeholders as well as of other interested
parties involved in management with regard to the actual prevention potential of current, isolated
measures. Resilience is thus to be promoted in selected, particularly relevant areas and tools for
reducing vulnerability are to be made available to decision-makers through a holistic approach.

This keynote paper will draft the frame of this model by presenting the underlying background and
basis of the ROADS to Health-solution set and open the floor for a wider range of perspectives of
optimization in pandemic and crisis management.

1. Framework and structure of pandemic management

Preliminary investigations within the European-funded project STAMINA (Nr. 883441) have
shown that, from a generic point of view, the pandemic management in different countries follows
similar structures (e.g. reflected in the CompCoRe network). In general, the pandemic management
within a country can be displayed in a layer model, consisting of the following four layers: the legal
framework, the stakeholders, the processes and the solutions (Figure 1).

The first layer describes the legal framework within which a state operates. Typically, the legal
framework consists of laws, regulations and other acts (like recommendations) issued by different
types of authorities both on the federal as well as on the regional level. The central authority in
charge of pandemic issues is often a ministry concerned with health issues, but other authorities,
such as the ministry of interior, may also play an important role. Simultaneously, regional
governments may be involved in setting up the legal framework. Stakeholders form the second
layer of the model.

* Laws
Legal Framework [EGEIEGLE

* Governments
Stakeholders * Health care facilities

* Pandemic management plans
Processes » Communication

* Medical equipment
Solutions * IT solutions

Figure 1 Layer Model for describing Pandemic Management

The stakeholders involved in pandemic management consist of medical support providers, for
example hospitals, and first responders, such as the Johanniter. Moreover, multiple infrastructure
providers, including food, water, energy and housing providers as well as the pharmaceutical
industry, are key in pandemic management. Each of these stakeholders established processes
enabling them to implement their specific mandates. In case of authorities, the legal basis of any
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process must be ensured. For first responders, infrastructure providers or other companies, all
processes must comply with the respective bylaws or company policies. Such processes compose
the third layer of the model. Examples are pandemic management plans or communication
processes.

Finally, in order to execute processes in an effective and efficient way, adequate solutions (e.g.
medical products, messenger services, applications) may be applied (Richter et al 2020, Liu et al
2020). For example, in order to reduce virus transmission at service providers such as hairdressers,
public libraries or restaurants the health authorities may require customers to be tested before
accessing them. Solutions for this purpose would be testing devices, such as polymerase chain
reaction (PCR) or antigen tests.

To underpin this layer model, some facets of the Austrian pandemic management are shown in
Figure 2. The basic legal document in Austria for the management of pandemics is the Austrian
Law for epidemics from 1950 (Epidemiegesetz 1950/186). As a reaction to the emerging pandemic,
Austria issued the COVID-19 intervention law (BGBI | 2021/23) as well as a multitude of federal
and state laws to implement adaptive protective measures (ibd.). These laws and regulations cover a
multitude of aspects such as curfews, business hours and travel restrictions.

Before the COVID-19 outbreak, the Austrian Health Authorities had already established several
processes to deal with future pandemics. A key document is the national Pandemic Management
Plan for Influenza from 2005 (BMSGPK 2005). In reaction to the Ebola outbreak in West Africa in
2015, an emergency plan for Ebola was developed (BMSGPK ENP 2015) in the same year.
Moreover, a publicly not available smallpox alarm plan from 2003 exists. On a regional level,
similar plans exist for the management of influenza (BMGFJ 2007).

Figure 2 shows selected elements of the Austrian pandemic management. It focusses on the two
main stakeholders: the Federal Ministry of Health and the Federal Ministry of the Interior. Each
ministry established several committees responsible for pandemic management tasks (mandates)
such as the Corona task force of the Austrian Ministry of Health.

Stakeholders in Austrian
Pandemic Management

— W ( Federal Ministry
Federal Mlnl_StrV Social Affairs, Health, Care and
of the Interior Consumer Protection
C itt I I'
ommittees isati
Committees Related Organisations Operative Solutions

Federal Crises and Disaster-

= Traffic Light Commission
Management (SKKM) . TR
— Corona Task Force — AGES
EMS (Epidemiological
Reporting System)

Operative Solutions
. Consulting Boards
Telephonic Health

Guidance (1450) !

Figure 2: Exemplary view on stakeholders, tasks and solutions of the Austrian pandemic management

The Ministry of Health has also assigned pandemic management and operative pandemic response
tasks to organisations such as the Austrian Agency for Health and Food Safety (AGES) or the
Austrian National Public Health Institute (GOG). In order to support the execution of their tasks the
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different stakeholders operate solutions such as the EMS (Epidemiologisches Meldesystem or ERS
Epidemiological Reporting System in English).

2. Background and status of pandemic management

2.1. Relevant aspects for successful mitigation measures: lessons learned from the COVID-
19 pandemic

The experience of the current crisis caused by the severe acute respiratory syndrome coronavirus
type 2 (SARS-CoV-2) and the associated coronavirus disease 2019 (COVID-19) yields important
insights that will be relevant for successful action identification in future pandemic scenarios:

One of the difficulties that became apparent early in the pandemic was missing or uncertain
medical and epidemiological information. Among other factors, there were major uncertainties
regarding the actual mortality rate, the onset and duration of the infectious period, and the role of
asymptomatically infected individuals (Anderson et al. 2020). These uncertainties hampered
decision making regarding effective interventions and contributed to the multitude of different
strategies that were applied, sometimes within the same country, leading to a trial-and-error
approach (Mugnai et al. 2020). The emergence of new virus variants, such as the SARS-CoV-2
VOC 202012/01 (presumably more infectious) shows that even in advanced phases of disease
outbreaks, new developments that require rapid adaptation of measures can emerge (WHO 2020c).
Furthermore, the occurrence of events such as earthquakes (Croatia), a near blackout and animal
diseases (Avian Influenza in Eastern Europe) simultaneously to the COVID-19 pandemic illustrates
how multiple stressors may act on the system at the same time. Thus, strengthening the ability of
the country to prepare for, but also to cope with, adapt to and learn from unexpected developments,
i.e. its resilience (Thomas et al. 1997), is a crucial part of successfully conquering a pandemic.

At the legal level, the experience of the past months shows that the measures against COVID-19
interfere particularly intensively with fundamental and human rights (VfGH V363/2020).
Quarantine obligations restrict personal freedom, exit restrictions limit freedom of movement, and
prohibitions on entering stores restrict freedom of property and freedom of acquisition (ibd.). In
addition, contact tracing (Kropfl 2021), "free testing” (Gaigg et al. 2021) and any compulsory
vaccination (Krasser 2020) raise a number of questions relevant to fundamental and human rights.
Concerning the gradual lifting of restrictions, equality rights are also particularly relevant (VfGH
V411/2020, Rz 89 ff.). The final political decision as to which goods have priority over others in a
crisis (e.g. the right to freedom, the right to data protection, etc.) requires both factual and legal
preparation in beforehand.

The COVID-19 pandemic illustrates that early identification and protection of vulnerable groups
are important priorities to contain the spread and subsequent health effects of the virus, minimize
consequential damage in other areas, and keep public acceptance high. These vulnerable groups
include not only those at highest risk of becoming infected and severely ill, but also those groups of
people who are particularly affected by pandemic management measures, both economically (e.g.,
food service, arts and culture providers) and socially (e.g., students, people living alone, single
parents). The pandemic entails severe consequences especially for already disadvantaged
population groups, such as people with a migrant background, children, elderly or disabled people,
and widens the gap of social inequality. This distribution problem sometimes includes essential
access to education, the labour market and the health care system. During a pandemic, accessibility
and participation are increasingly determined by accelerated digitization and the technology and
skills required for this; language barriers are also relevant in this context (Butterwege 2021).
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With regard to the individual methods, measures and course settings for a road mapping approach
for future pandemics, it is essential to consider the observed, varying effectiveness among different
population groups and regions within a country. “Lockdown discipline™ and compliance in rural
communities or in urban areas, "lockdown discipline™ among younger or older target groups, as
well as the international comparison (e.g. Austria - Germany, Europe - Asia) are among the crucial
factors for success. In this context, risk communication tailored to different target groups is also an
essential factor/measure/tool. The importance of a multi-layered communication strategy is evident,
for example, in the current vaccination issue (challenge: low willingness to vaccinate on the one
hand, impatient vaccine advocates on the other).

The framework within which pandemic management of the future must operate also includes the
existing infrastructures and resources for handling testing, contact and source tracing, measure
implementation and vaccination. For example, the isolation of COVID-19 cases and their contacts
as well as the identification of the latter are conducted at the district level in Austria. Particularly in
the fall of 2020, at the beginning of the second wave, this led in part to major overloads of
individual authorities, which made timely contact tracing impossible.

2.2. Building on the experience from the SARS-CoV-2 pandemic

As shown by Rainer et al. 2020 and the still ongoing developments, the spread of the novel Corona
Virus, SARS-CoV-2, which causes different forms and levels of COVID-19, can be declared as the
major critical event and coordination challenge of the year 2020 and 2021. The exact origin of this
novel virus was not clear at the beginning of the crisis and it remains disputed in the scientific
community up to date. For a long time, it was also unknown how infectious this new, rapidly
spreading virus actually is. New issues, such as the occurrence of new variants of the virus,
prolonged side effects of mitigation and counter measures in different areas of the societal and
economic life as well as challenges surrounding the development and execution of a sensible and
fair vaccination process (Ludwig 2020), are constantly arising.

The ROADS approach represents an additive and interdisciplinary research and management focus
on the given challenges and gaps in pandemic management. The approach is aligned to the intended
results on a technical, structural, conceptual but also strategic level (Richter et al. 2020). To cover
the holistic demand represented by the Federal Ministry of Health, Social Affairs, Care and
Consumer Protection and other relevant stakeholders and cooperation partners in Austria, a
comprehensive expertise in the current, technologically framed prevention work in this sensitive
and multidimensional area is necessary to sustainably find and implement solutions and enhanced
management structures. Preliminary work and the background knowledge of the social sciences,
legal experts and partners from the health care practice as well as additional stakeholders provide a
valuable basis and starting point for the research and development work on ROADS-approach. In
addition, the access to and exchange with renowned, national as well as international organizations
in science and application practice are relevant aspects to be involved. An international perspective
is necessary for a maximum benefit, an adaptive, easily applicable and adoptable solution mix and
sustainable impact.

3. Specifics of pandemic challenges and potential management approaches

Factors such as travel, global trade, migration, increasingly limited wildlife habitats, and ongoing
climate change are expected to increase the risk of the (re)emergence of a new "Disease X" or
known (e.g. MERS-CoV, Ebola) pathogens that can cause epidemics or pandemics (IBPES 2020,
WHO 2020b). This prospect highlights the urgent need for a crisis management plan tailored to the
specific issues that arise in the context of infectious disease outbreaks.
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3.1. Specifics of pandemic challenges

Pandemics or epidemics differ significantly from other crisis-situations, amongst others, in the
following ways:

e Pandemics are dynamic and their evolution is often difficult to predict. They are no isolated
events but ongoing and often suddenly changing situations about which usually insufficient
information is known at the respective stage.

e Pandemics are not spatially limited, but spread rapidly and often unnoticed. Factors such as
the incubation period, the contagiousness during the incubation period and the
contagiousness of asymptomatically infected persons are decisive for their development.

e The risk for spatially limited epidemics, even though they may be more containable, is
disproportionately higher. The challenges of regional and, in particular, cross-border events
may be just as demanding for administration and politics as in the case of a pandemic, since
there is a gap in the understanding and compliance of the population between affected and
unaffected regions.

e Acceptance and cooperation of the population are crucial. In pandemic situations, the
behaviour of individuals has an immensely large impact on the success of crisis
management efforts, as it affects not only the individual's personal risk of contracting the
disease, but also the individual's entire environment.

e It is impossible to predict the population groups for which the disease poses the greatest
risk. Thus, preparations cannot be limited to, for example, a particular age group, but must
cover a wide variety of scenarios to reach the respective groups at risk quickly and
effectively.

e Medical personnel are exposed to a disproportionately high risk of infection and at the same
time, they usually play an essential role in preventing severe courses of the disease.

3.2. Pandemics and inequalities

As in many crisis-situations, social inequalities are exacerbated by pandemics/epidemics. Although
in theory, large parts of the population, or at least all members of medically at-risk groups, are
equally susceptible to infectious diseases, in practice, it is often found that individuals of lower
socioeconomic status are more likely to become both infected and more severely ill. This could be
driven by e.g. living and working conditions; poorer access to information, masks, testing, and
medical care; higher prevalence of pre-existing conditions, as well as a higher likelihood of being
more affected by societal and economic consequences (e.g. greater risk of job loss, poorer access to
digital infrastructure, less learning support for children, fewer opportunities for retreat, etc.) (WHO
2020a, Butterwege 2021, Zandonella et al. 2020).

The effects of pandemics and mitigation measures in context of gender and diversity are manifold,
but hardly examined or considered. With regard to gender-specific aspects, in addition to medical
differences between men and women in mortality and the course of the disease, social-structural
mechanisms are relevant (Novel Coronavirus Pneumonia Emergency Response Epidemiology
Team 2020). E.g. women are more often employed in areas with customer contact with increased
risk of infection, they are usually responsible for caring for elderly and children, have high
workload and often lower home office productivity. Measures such as home quarantine and
lockdowns also lead to increased domestic violence, which mostly affects women (OECD 2020).
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3.3. Communication

Given the great impact of individual behaviour on the development of a pandemic, maintaining the
credibility of the entities that propagate and implement countermeasures through adequate risk
communication strategies is essential for their success. Complicating factors are, amongst others:

The abstract nature of the causative agent of the crisis: infectious pathogens are not visible
to the naked eye, and their medical consequences depend on complex, usually not fully
understood, biological processes and circumstances.

A highly biased, tendentious media attitude, which narrows the scope for factual decisions
and deprives a comprehensive public health approach of its scientific basis.

Fake news, also in "mainstream™ media.

The long duration of the crisis and the accompanying restrictions: the pandemic shows that
the acceptance of the measures remains stable with increasing duration of the crisis only in
the risk groups like elderly or chronically ill persons and among people with secure income
(pensioners, civil servants). The solidarity-based cohesion between the generations
evaporates because of the unequal health risk compared with the economic risk or the risk
of educational decline.

The absence of a political discourse preceding the crisis and therefore a lack of political
consensus towards the right course of action during the pandemic. The possibility of a
pandemic was politically ignored for years in Austria. The gap between theoretical advice
reflected e.g. in the flu preparation paper of the county of Styria (BMGFJ 2007) and the
practical preparedness from official and private side with simple contagion mitigators such
as FFP-2 masks or disinfectants became obvious. The COVID-19 measures were issued
without mental and political preparation of the population as reflected in the long overdue
remodelling of the epidemic law last reformulated in 1950, more than 70 years before. This
also is the case for the new COVID-19 law (COVID-19 Gesetz 396/A).

3.4. Potential management approaches

Measures to increase resilience in the population and in society itself are an important part of a
comprehensive catalogue of measures in the context of pandemics. The current situation has shown
great weaknesses in the Austrian society in this regard, be it the problems connected with the
switch to distance learning in schools, closing of primary childcare institutions or the discussion
about home office among employees. Such measures may encompass educational initiatives in
order to increase the risk competence of the population (Gigerenzer et al. 2003).

A modern epidemic law that enables the state to quickly take proportionate measures in
times of a pandemic in accordance with the precautionary principle and the state's duty to
protect is needed. In doing so, democratic, constitutional (VfGH V411/2020, Rz 69 ff.),
fundamental and human rights (EGMR 59909/00) mechanisms must not be suspended but
highlighted. The actions of the state must also and especially in exceptional constellations
be predetermined in a manner compatible with the principle of legality, which also includes
that structural discrimination is not perpetuated.

Adequate decision-making support for those who need it is an enormous challenge. This is
because the processes to be taken into account are not limited to the medical field, but must,
for example, consider socio-economic dimensions. This results in a large number of
scenarios that can be employed to adapt the decision support to the respective situation.
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Beyond the large number of scenarios, a comprehensive set of indicators is needed to
provide the best possible decision support.

e Large amounts of data must be collected, stored and analysed safely and effectively.
Another major difference to other crisis scenarios is the need to securely collect, store and
promptly analyse large amounts of sensitive personal data, for which an adequate and
legally compliant infrastructure is required in advance.

The clear distinction from other crisis situations illustrates the urgent need for further research on
these and other pandemic-specific problems in order to identify resilience but also vulnerability
factors. In addition, the parallels or similarities to classical crisis and disaster management have to
be considered and used for efficient and valid situation tackling and strategic planning. Besides the
creation of a scientific and evidence based setup of a stable and practice-oriented, applicable
knowledge base, it is vital to derive resilience strategies that can serve as parameters for identifying
measures in a future, evidence-based, legally compliant pandemic management strategy.

4. Possible approaches and solution paths: views on future pandemic
management

As shown above, it is of key importance to involve the right players and stakeholders with a joint
political will to initiate a thoroughly based but also dynamic set of solutions and approaches to a
stable pandemic/epidemic management of the future. Several corner stones and basic perspectives
are necessary to cover the broad needs of a successful and holistic pandemic management (Gibney
2020). They are outlined in short in the following section on the example of Austria.

4.1. Inventory

A comprehensive inventory and background knowledge of existing processes, structures, tools and
infrastructures related to Austrian crisis management, involving all project partners and especially
stakeholders have to be generated. This has to be an ongoing process which takes up latest
information and developments on a global level. Knowledge processing from the current pandemic
response should be provided by prioritized demand actors and stakeholders. The effectiveness of
the measures and processes implemented during the COVID-19 crisis has to be evaluated with
regard to future, possibly more critical events (e.g. physical distancing, masks, curfews, school
closures, mass testing, crisis teams, commissions). Experience of researchers, practitioners and
stakeholders have to be included, as well as iteratively evaluated, published studies.

4.2. Needs

It became clear in consultation with relevant stakeholders, that the needs and good practices of
pandemic management have to be identified and incorporated in strategic solutions for pandemic
management. Need providers and stakeholders thus have to be involved from the beginning on and
should be supported by the obtained results in the development of a clearly structured,
technologically based pandemic management of the future.

4.3. ldentification of actions

The development of an evidence-based portfolio of crisis management measures for pandemics of
different severity, including components for automated matching, can contribute to a future
pandemic management and is key for further actions. It is also important to define decision
parameters for targeted, optimized action settings that can be integrated into Al-assisted decision
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support, alert, and threshold systems. For a further implementation of solutions, proposals for
legislative measures/adaptation options should be collected in a comprehensive road mapping that
ensures a technologically supported pandemic management which complies with EU, national,
fundamental and human law, are necessary.

4.4. Tools as solution enhancement

Before tools can be implemented or even developed, to fill gaps and solve challenges, a thorough
analysis of the existing legal framework is necessary. With consideration of governmental
protection obligations and legal limits, all consequent tools can basically be applied in practice. The
focus here has to be laid on the interface of technological input and legal consequences. There must
be a special focus on the connection of technological input and legal consequences of their
application. Integrating legal parameters into a technologically supported pandemic management is
key to ensure legality by default and by design that is always relevant when creating technical
solutions.

4.5. Future pandemics - connectivity and interoperability/validation

Relevant risk analyses from the experience and data of the current management have to be
evaluated and used to elaborate and describe possible future pandemic scenarios. A developed
methodological framework in form of a flexible roadmap has to be transferable to other crises and
emergencies and has to be validated in close coordination with stakeholders. Ideally, this is set up
between EU member states for a faster comparability and as an international model of actions.
Templates and common database structures should be established.

4.6. Resilience strengthening as a key game changer

As indicated above, it is highly relevant to include resilience as a societal challenge and resource in
all pandemic management strategies and planning. Generic risk and resilience factors, their
practical manifestations for the ROADS approach and the inclusion of new findings as well as
existing practical management and project experience have to be taken into account. Practical
resilience strategies have to be identified, analysed, and finally enhanced by a set of selected
measures, such as early preparedness and training initiatives.

4.7. Communication potential and needs

Networking and exchange opportunities in the course of pandemic management are of key
importance not only in preparation and among strategic stakeholders but also for the community as
a main factor of prevention work. Thus, with regard to the consequences of a pandemic, also
gender- and diversity-relevant aspects have to be identified and included in the development of the
catalogue of measures as well as in further adapted options for action.

5. Summary and discussion

The situation over a year after the onset of the initially rather diffuse, but quickly and dynamically
evolving SARS-CoV-2 spread in Austria can be described as ambivalent. After a positive impetus
at the beginning of the crisis, as shown by Rainer et al. 2020, a public fatigue towards the much
discussed and criticized COVID-19 countermeasures that also manifests in problems related to
compliance and acceptance can now be increasingly observed. Also, the insecurities surrounding
topics such as vaccinations, the re-establishment of the former state of life and the reaction and
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necessary adaptions to mutations, are highly challenging and waiting for a strategic inclusion in the
management processes. The increasingly pressing societal, economic, and highly critical
psychological side effects and impacts of some pandemic counter-measures (Metzler et al. 2020)
contribute the growing controversy towards them in the scientific community and the general
population. Many experiences from the current crisis, such as the occurrence of new virus variants,
which may be less susceptible to existing vaccines, are also highly relevant in the development of a
management strategy for future, potentially even more severe disease outbreaks with higher
mortality, morbidity, and risk of contagion.

SARS-CoV-2 is an ongoing challenge that still has to be conquered in many ways. Potentials and
gaps to be bridged for setting up a strategic, evidence based and still flexible tool set of solutions to
foster preparedness in the future were shown in the course of this paper. Several approaches but
also a lot of open questions and an ample field for further research and development, as well as for
political and societal preparation and coordinated effort to prepare for a pandemic event of the
future became evident.
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Abstract

Advanced situational awareness is a central element of today's crisis and disaster management and
the basis of improved decision-making. A prerequisite for optimised decision-making is to quickly
obtain valid information about the specific crisis in the affected area. At the same time, a high
demand for information arises from the media and the population. It is therefore necessary to
collect, process and distribute valid information in the shortest possible time. In this context, the
KIRAS project iLike focuses on the development of a demonstrator of an intelligent situation
information portal that uses open-data information sources and channels for decision support. The
demonstrator has two key central functionalities, namely event detection and sentiment analysis.
This paper describes the architecture and key functionalities of the iLike demonstrator.

1. Introduction

In state crisis and disaster management (SKKM), the management organisations (e.g. Ministry of
the Interior, police, civil protection and fire brigade) have the task of preventing both imminent and
actual disasters, managing them as well as mitigating their effects. In this context, it is important to
obtain valid information about the situation in the affected areas as quickly as possible in order to
be able to make optimal decisions and initiate measures. At the same time, information is generated
quickly and on a large scale in the media and among the population, which can be more or less
helpful in managing the situation. In disaster situations, it must always be possible to assess the
current situation under enormous time pressure and to include all available information in decision-
making processes.

Social media, instant messaging and other online communication channels that are widely used
today have changed the way we share information. Today's online media happens in real time and
across a variety of devices. User-generated content blurs the distinction between publisher and
consumer and makes the quality of information and its sources difficult to assess. So far, there are
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hardly any solutions or concepts to efficiently and effectively integrate social media and other open
data sources and channels into existing situational information systems.

This paper is based on an ongoing project called iLiKe. The aim of the project is to design an
intelligent situation information portal that harnesses open-data information sources and channels
for disaster management. The paper is structured as follows: Chapter 2 describes related work on
which this paper builds. Chapter 3 presents the system architecture with some selected modules
designed and implemented in the project. This is followed by Chapter 4, which shows results from
two application examples. The paper concludes with a conclusion on the use cases and an outlook
on further work.

2. Related work

Social media includes a broad range of social software platforms where people create, share, and
exchange user-generated content. Social software are computer systems and applications that are
facilitators or focus for social relationships (Shuler, 1994). User-generated content (UGC) is
content that is made available online in a publicly accessible manner or to a group of people.
(Vickery and Wunsch-Vincent, 2007).

Similarly, as mobile phone calls increase significantly during a disaster, Internet and social media
usage also explodes. For example, Internet usage on the East Coast of the U.S. increased by over
114% in anticipation of Hurricane Sandy in 2012 (Whittaker, 2012). During the 2011 Japan
earthquake, Twitter use in reference to the earthquake reached 1200 tweets per second (TPS)
(Crowe, 2012); in 2012 during Hurricane Sandy, Twitter traffic in relation to the storm reached
about 250 TPS; in 2013 after the Boston Marathon bombings, Twitter traffic in relation to the
attack reached 700 TPS (Rovell, 2013) and in 2016 during the Munich attack twitter usage reached
a max of 1400 tweets per minute related to the happening (Dyckmans, 2016). These examples show
that social media can be an invaluable source of time-sensitive information during such a crisis.
However, while disaster response, security, or humanitarian aid organizations have been seeking to
leverage this information for more than a decade (cf. KIRAS QuOIMA), the increasing flood of
social media platforms and messages remain a significant challenge, both for technical
infrastructures, as well as our limited human capacity to process masses of information in a timely
manner (Castillo, 2016), also known as the Data Rich, Information Poor (DRIP) syndrome
(Goodwin 1996).

This is the reason why tools and methods are needed to support disaster response teams in taking
advantage of the new opportunities offered by social media. Although researchers have explored
various methods to summarize, visualize or use data for analysis, first responder organizations have
not yet been able to take full advantage of research advances, largely due to the gap between
academic research and deployed, working systems. The process from collecting social media
content, to filtering relevant information, to presenting actionable results to the end user is the goal
of iLike. The project aims to provide an indication of a possible solution to bridge this gap by
introducing a concept of such a system, but also by building on prior work done in the field. The
most relevant research work focuses on semantic integration of disparate information sources into a
common operational picture (COP) (Ulicny et al. 2013), identifying of disruptive events from social
media (Alsaedi et al. 2015), situational awareness enhancement through social media analytics
(Snyder et al. 2019) followed by a report on using of social media for enhanced situational
awareness and decision support (Homeland Security, 2014).
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3. Implementation of the iLike PoC

3.1. System architecture

This section describes our overall vision of intended workflows for the proposed solution, from raw
social media data collection, to methods for content filtering and analysis, to the interfaces,
presentation modes and alerting mechanisms provided to the end user. It emphasizes the fact that
the maturity of the proof of concept is currently reaching a Technology Readiness Level (TRL) of
4. Planned future developments after the end of the project iLike envisage a higher maturity of the
system and are discussed in chapter 5.

Figure 1. represents the high-level architecture of the system, which is divided into three main
parts. The first part is the harvesting of social media data, which in this case is done by using
software from PublicSonar8. A set of customisable filters is applied to the entire search space (a
defined set of social media and open news sources on the Internet) to pre-filter the data and prepare
it for analysis. This is also the first step in the planned workflow — data harvesting. The second part
of the architecture is the analysis of the harvested data by implementing advanced algorithms to
extract information from a broader dataset on one hand and to apply sophisticated algorithms to
extract the most relevant information from it on the other. A large amount of data is
incomprehensible to a human user, so it must be made compact and easy to digest. This represents
the second step in the planned workflow - filtering the relevant data. The final part of the
architecture is the presentation of the analysis results to the end user, which is done using Hexagon®
software. When designing such a system, it is very important to keep the user in mind and provide a
robust and user-friendly interface. This is also the last step in the planned workflow - providing
analytics of the data.

Social
Media
Streams

Gazette Topic
er Model

4 ) Geo-
N S Enrichment

IDF
Index

Event ‘

iLiKe Dashboard

API

Scoring

Sentiment ’

Message Queue ‘

HARVEST FILTERING ANALYTICS

Fig.1. iLiKe high-level architecture.

3.2. Development approach

The iLiKe project follows an agile development approach characterised by incremental co-design
and involves stakeholders such as crisis managers, authorities or representatives from LEMAS in
several phases. In the initial phase, sample data was collected from the Ski World Cup slalom in
Schladming 2020. The collected data was used to develop and train models for data analysis. In two

8 https://publicsonar.com/about-publicsonar/

9 https://www.hexagonmi.com/
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parallel streams of activity, initial requirements for the iLike PoC system were gathered in
stakeholder interviews, while at the same time sample data was profiled in an exploratory analysis
and a number of selected technical approaches were tested in response to the information gathered
from stakeholders. In addition, both developers and stakeholders participated in a physical event in
Kulm in Styria in Austria during the 2020 Ski Flying World Cup to gain a better understanding of
network traffic and messaging dynamics during a large-scale event. The experience and
information gathered during this event was used to define the technical requirements for the PoC,
which were validated by the stakeholders in order to develop software that fits to the end user needs
in real-life situations. The identified requirements were prioritised from both stakeholder and
developer perspectives and implemented and reviewed in monthly sprints. The agile approach
allowed for simultaneous development of software demonstrators to test specific filtering and
analysis methods and validate them against the collected data. To further elaborate the proposed
solution, the project also developed a conceptual user interface design, as a basis for discussion for
how such a potential future integrated system could function from the end-user’s perspective. To
ensure that the user interface met the needs of the end users, the best practices for user interface
design were followed, mainly considering the ten usability heuristics (Nielsen, 2005.). In addition,
all design ideas were validated by obtaining feedback from the stakeholders involved, using their
experience in the field.

4. iLike Functionalities

Two key functionalities were identified in conversations with stakeholders as the most useful to
trial:

e Event detection, a functionality that, once activated, would perform continuous background
monitoring of media traffic, and create alerts when a new topic trend emerges suddenly.
Envisioned use cases for such a system are general incident alerting, or targeted monitoring
of events that involve large crowds, and where social media use is prevalent, e.g. sports or
music events.

e Sentiment mapping, a set of spatio-temporal visualizations (e.g. to complement an existing
operations dashboard, in the form of printed reports) offering a picture of how the overall
“sentiment” of social media discourse evolves over a geographical area, over time.
Sentiment analysis has been used previously in the context of disaster management and has
also become available as a product in the Open Source Intelligence (OSINT) market.1° For a
comprehensive overview of possible technical approaches, see e.g. Kaur et al. (2017). Such
visualizations can be useful in different contexts, for example to assess the impact and
public sentiment towards policy decisions or disaster response measures.

4.1. Event Detection

To implement event detection, our demonstrator combines two established natural language
processing techniques: topic models and the term frequency-inverse document frequency algorithm
(TF-IDF). Both techniques are data-driven rather than rule-based. This means that operators do not
need to define specific alert conditions or query terms beforehand. Instead, the techniques rely on a
reference dataset of social media messages that is harvested a priori, over an incident-free time.
The reference dataset then serves as an example to the system for what counts as “normal” message
traffic. In our demonstrator, an “event” is characterized by a burst of messages that deviate from the

10 See e.g. www.hensoldt-analytics.com/
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known reference message corpus by some defined criteria, such as vocabulary used, traffic amount,
etc.

Topic models are probabilistic models used to uncover underlying semantic structure in a
document collection. The idea behind topic models is that each document in a collection can be
represented as a vector of different topics, where each topic is defined as a distribution over a fixed
vocabulary of terms (Blei and Lafferty, 2009). Our system generates a topic model from the
reference dataset (using an open-source implementation of the Latent Dirichlet Allocation
algorithm, cf. Blei et al., 2003) and compares incoming messages against the model. Do new
messages match one or more of the topics that were common during the reference period? Or is
there no good match with any of them? A sudden spike of “off-topic” messages may indicate a
sudden change in theme in the social media discourse and will trigger a notification.

TF-IDF is a well-known algorithm for measuring the “importance” of a word to a document in a
document collection (Manning et al., 2008). The basic premise is that the importance is
proportional to the relative frequency of the word in the document (term frequency), and inversely
proportional to the frequency of the word in the whole collection (inverse document frequency).
Thus, words that are frequent in a document, but rare in the collection overall, receive high TF-IDF
scores. Our system uses the reference dataset for comparison, and computes TF-IDF for words
found in new messages. As a result, the algorithm automatically foregrounds words that did not
occur (or occurred rarely) during the reference period, especially if they become more frequent
during the observation period.

4.2. Sentiment Map

We implemented a sentiment mapping demonstrator, comprising two core components: sentiment
analysis and automatic geo-coding. Sentiment analysis was realized using two of the most popular
open-source software packages for this purpose: VADER (Hutto and Gilbert, 2014), and
TextBlob.11 Both assign a score to each message that quantifies whether message stance is
generally positive (score between 0 and 1), or negative (score between —1 and 0). To determine the
score, both VADER and TextBlob rely on term lexica and static rules. TextBlob additionally
includes an alternative machine learning implementation, which uses a naive Bayes classifier
trained on movie reviews. Due to the nature of the implementation, different analyzers are required
for different languages. In our case, we used TextBlob to process German-language messages,
whereas VADER was only used in the experimenting stage, with a small sample of English
messages.

To locate messages on a map, we obtained geographic coordinates from two sources. On the one
hand, we relied on coordinates that some message sources (e.g. Twitter) embed into message
metadata. On the other hand, we implemented a component for automatic geo-coding of message
texts. The component applies Named Entity Recognition (NER), using the spaCy open-source
natural language processing framework2 to automatically extract place names mentioned in
message texts. ldentified place names are then matched against a local index of the GeoNames
dataset, a corpus of places, their names, geo-coordinates and other properties. It must be noted that
granularity and reliability of both methods has limitations: coordinates embedded in messages often
represent a pre-set location chosen by the user; while NER often works well on the city and
regional level, but typically fails to yield exact results beyond that (unless, e.g., street names are
mentioned in the message, and the system was set up with a street geocoding index).

11 https://textblob.readthedocs.io/en/dev/
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4.3. Demonstrators and Validation

As mentioned above, the iLike PoC remains at a lower TRL level, which means that generally the
individual system components were not integrated into a unified system. In order to validate the
proposed approach, small-scale test setups were implemented and tested with the sample data
collected earlier. The data collected at the ski race in Schladming provided a particularly good test
opportunity for event detection: during the race, a prankster ran across the finish area, triggering
timekeeping just before one of the racers crossed the finish line. Naturally, the event triggered
corresponding social media reactions, not usually seen during normal skiing races.

We synthesized a reference dataset from messages recorded before the prankster incident and
augmented it with messages from some time after the incident, removing all messages that referred
to the prankster, in order to build our reference models. The technical test setup for the trial
consisted of an ElasticSearch2 index to store the messages and simulate the message traffic over
time; a simple backend application (developed in the Python programming language) to match
“incoming” messages against the reference models; and a graphical frontend showing key metrics
from the event detector: the rate of off-topic messages vs. total messages; terms most common in
the total messages overall; terms highest scored by the TF-IDF algorithm. In addition, the
application also showed the images included in the off-topic messages, if any. Our initial tests
revealed that the setup was useful in, first, identifying the fact that an unusual event had occurred,
by measuring the ratio of off-topic vs. total messages; second, by exposing the most descriptive
terms for the event and, thus, providing immediate insight into the nature of the incident. This was
especially useful in the period immediately succeeding the event, where social media traffic was
still characterized by a mix of "normal” reporting on the ski event and posts about the incident.
Only in a later phase, the incident had received sufficient attention, so that it dominated the
discussion as a whole; and additional filtering would no longer yield significant benefit over, for
example, simply plotting the most frequent terms in all messages.) Sentiment analysis was
evaluated with a second test setup. A dataset was collected separately, over a period of time, by
harvesting messages containing terms from a list of keywords related to extreme weather
conditions, such as storms, heavy rain, flooding etc. In our demonstrator, sentiment analysis and
NER were connected through a message queue which picks up batches of incoming messages for
processing; and a web application which visualizes the result as an interactive map and as a
timeline in a browser-based user interface. As a showcase, raw result data was also exposed
through a RESTful API, and imported into the Hexagon system, where it is made available to the
end user for additional capabilities such as documentation, ranking of the analysed data, and so on.

5. Conclusion and Outlook

The work presented in this paper reflects the development of the demonstrator at TRL level 4
achieved in the project iLike. Further development, evaluation and refinement beyond the project is
needed to be able to finally assess the extent to which the approach of using and combining social
media and open source data can improve situational awareness in crisis and disaster management.
There are many solutions to extract data from sources like Twitter (PublicSonar, SYNYO13), but
only a very limited number of them extracts information that is suitable for decision support.
Therefore, we plan to explore more use cases with different stakeholders in different domains such
as pandemics and terrorist situations. In the next step, we want to expand the functionalities and

12 https://www_elastic.co/

13 https://www.synyo.com/
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maturity level of the demonstrator on the one hand and use it for international use cases on the other
hand. For this purpose, we want to work closely with national stakeholders to identify suitable
international funding opportunities, such as the EU's Horizon Europe funding programme. Of
course, each iLike functionality and further developments have to comply with the legal standards
of the General Data Protection Regulation and — with regard to the processing of personal data for
the purposes of the prevention, investigation, detection or prosecution of criminal offences or the
execution of criminal penalties — with the national provisions in the Austrian Data Protection Act
(DSG), based on the Directive EU 2016/680. As far as personal data is affected, the procession has
to be lawful, for example according to reasons of Art 6 General Data Protection Regulation.
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Abstract

The paper presents a risk analysis of the municipal project CEVYKO prepared for implementation
in the Moravian-Silesian Region. An innovative semiquantitative PNH method (P — probability of
risk occurrence, N — probability of consequences, H — opinion of evaluators) was chosen for risk
analysis, where individual areas were evaluated by a ten-member expert group. Based on the
results of the analysis using the PNH method, measures were proposed to eliminate the identified
risks. The EIA (Environmental Impact Assessment) process was identified as the main risk of the
project. Another output from the risk analysis of the CEVYKO project is a draft recommendation
for projects of a similar size and scope within the municipal waste management solution.

1. Introduction

One of the solutions for the efficient management and processing of municipal waste, in addition to
direct incineration, can be provided by the pilot project CEVYKO, which aim is to build a modern
facility for the treatment of not only mixed municipal waste. This purely municipal project has a
specificity in financing without private investors. The CEVYKO project responds to the approved
circulation package of the European Union, with the aim of directing EU countries towards the
circular economy. Implementing the requirements of the EU and Czech directives is not easy,
because these changes are very complex, technologically and investment-intensive. The CEVYKO
project represents an opportunity to efficiently process waste for a large part of the Moravian-
Silesian Region. It can also serve as an example to other regions of how to address the new
legislative conditions of waste management conditions. As the CEVYKO project is an innovative
idea of how to manage waste and not all risks in its implementation have been described yet, the
aim of the paper is to define approach to risk governance in the field of waste management. The
results of the analysis will be further deepened by the author's team so that a comprehensive
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document can be created for other municipalities implementing projects of similar size and using
the same technology.

2. Literature Review

The last decade brings with it significant technological advances in waste treatment methods, which
means improvements in the recycling process (Rogoff, 2014). A significant part of waste ends up in
landfills and the current system requires a large amount of funds and space for waste management
(Chlopecky, 2020 and Kozel, 2018). Waste must be seen as commodities and secondary raw
materials, and the shift away from landfilling supports the transition to a circular economy (Stahel,
2017). Vilamova (2019) state that the principles of circular economy are already entering into waste
processing in the Czech Republic. Responsibility for the principles of the circular economy must be
taken over not only by municipalities, but also by companies and organizations. The basis for
efficient processing and overall waste management is the implementation of information systems
and the introduction of modern waste treatment facilities. The purpose is the modernization of
individual operations and more consistent compliance with legislation in the circular economy
(Kozel, 2018, Liubarskaia, 2018 and Han¢lova & Ministr, 2013). Even today, more attention should
also be paid to political, financial and cultural categories in the field of construction (Edwards,
1998).

3. Current Situation

Waste management in the Czech Republic is regulated primarily by Act No. 541/2020 Coll. The
objectives of waste management are specified in Waste Act, the purpose of which is to ensure a
high level of protection of the environment and human health and the sustainable use of natural
resources by preventing the generation of waste. This law aims to achieve the goal of waste
management and enable the transition to circular management. The objectives of waste
management are shown in Figure 1.

Increase the level of preparation for re-use and the level of municipal waste
recycling to at least 55% of the total weight of municipal waste by 2025

recycling to at least 60%o of the total weight of municipal waste by 2030

ﬂ{ Increase the level of preparation for re-use and the level of municipal waste |

|| Increase the level of preparation for re-use and the level of municipal waste
recycling to at least 65% of the total weight of municipal waste by 2035

Dispose of in a landfill in 2035 and in flights following a maximum of 10% of the
total weight of municipal waste

Objectives of waste management

Energy use in 2035 and in the following years at most 25% of the total weight of
municipal waste

Fi

g. 1. Objectives of waste management according to Waste Act

The circular economy is a method of production and consumption that recovers existing products
and raw materials through sharing, reuse or recycling. The aim is to increase the life cycle of
products and minimize the waste generated. The EU legislative basis for the circular economy is as
follows:

e Directive No. 2018/850 of the European Parliament and of the Council of the EU, amending
Directive 1999/31 / EC on the landfill of waste and, Directive No. 2018/851 of the
European Parliament and of the Council of the EU, amending Directive 2008/98 / EC on
waste and Directive No. 201/852 of the European Parliament and of the Council of the EU
amending Directive 94/62 / EC on packaging and packaging waste.
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4. Methodical Approach for Risk Analysis

Risk analysis is a basic and necessary step for managing all risks in society (Van¢k, 2013). It
combines technical, scientific and humanities disciplines, and when risk assessment is used in
decision-making processes, economic, psychological and political aspects are added. The authors
propose an innovation of the application of already published PNH method (Fotr & Hnilica, 2014)
and recommend its implementation in the CEVYKO project. The failure and effect analysis
(FMEA) method, which is also identified as the Risk Priority Number (RPN) method (Kiran, 2017),
was used as an inspiration for the PNH method. The innovation of the PNH method involves
adjusting the ‘probability of consequences’ component to capture risks arising from the project
management. For the risk assessment and the resulting recommendations for municipalities and
local governments that would implement a project of a similar scope (Figure 2). The PNH method
has four phases (based on the W. E. Deming concept known as PDCA cycle). The first phase is the
data and documents for the given risk analysis obtained mainly from the company's internal
resources. The second phase - project risk identification - is based on the defined information base
on the identification of individual risks that threaten the project (Fotr & Hnilica, 2014 and Edwards,
1998). In the next phase, the individual risks are quantified according to a preselected method. The
last phase defines the overall risk assessment for a given project.

Overall project Data for
risks assessment risk analysis

of the project
Quantification Identification of
of project risks project risks

Fig. 2 Phases of the risk assessment method used in the paper based on the Deming PDCA cycle

4.1. Expert Group

Due to the objectivity and relevance of the results and their applicability in practice, an expert
group was established at the beginning of the research work. The expert group of 10 evaluators was
composed of members of the company's management, technical project guarantors with experience
in the field of waste management - a Chairman of the Board of Directors of CEVYKO, a.s. Member
of the Board of Directors of CEVYKO, a.s., Chairman and Member of the Supervisory Board of
CEVYKQO, a.s., Director of CEVYKO, a.s., Deputy Director of CEVYKO, a.s. (head of the expert
group) and a head of the technical and economic departments of Technical Services, a.s.

4.2. Risk Assessment

Risk assessment can be carried out using various methods. In the risk analysis presented in this
paper, the semiquantitative PNH method was used. This method has been modified to capture the
risks arising from project management.

Tab. 1 Point scales for evaluation by PNH method

Influ
ence

Probability of Influence Probability of consequences | Influ

risk (P) ) ence Opinion of the evaluators (H) - (expert group)

No effect on project

Random implementation

1 Negligible impact on the degree of danger and threat to the project

1 1

Unlikely 2 Delay in project implementation 2 Little effect on the degree of danger and threat to the project 2
Change in project [T .

Probable 3 implementation 3 Greater, non-negligible impact on the degree of threat and danger of the project 3

Very likely 4 Suspension of the project 4 Large and significant impact on the degree of threat and danger of the project 4

Permanent 5 Stopping the project 5 More significant and adverse effects on the severity of the threat and danger of the project 5
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The part regarding the probability of consequences has been adjusted to reflect the principle of
project management (Fotr & Hnilica, 2014). Table 1 defines the point scales for individual factors.
The risks do not include wherewithal due to hardly comprehendible project costs, which are
currently estimated at CZK 400 million, so the individual risks cannot be quantified from a
financial point of view. All three factors, in the interval of 1 to 5 points, were determined and
quantified by an expert group defined in subchapter 4.1. The expert group worked together on the
first two phases of the analysis, where they compiled the material and data base and then jointly
identified the risks of the project - activities P and N. Each member of the expert group then
performed its own multiplication of factors according to the PNH evaluation point scale. The
specification recorded in columns P, N and H was then used to assess and evaluate the sources of
risk (Table 2 in Chapter 5). The multiplication was calculated on the basis of the evaluation of each
member of the expert group for individual factors. The result was the average of the expert
evaluations, which was then recorded in Table 2 and rounded to the whole numbers.
Mathematically, this relationship is captured in Equation #1.

R=PXN=xH

5. Discussion of results

(1)

The stated risks and their point evaluation using the semiquantitative PNH method are listed in

Table 2.
Tab. 2 Risk table - administrative part
Risk importance Risk importance
Tytpe_of Source of risk id Hte_lfz_arctj_ assessment Tytpe_ff Source of risk id Htgfz_ar?_ assessment
activity identification s TNl alRr activity identification P TNl hlR
. Delay of the
Drgsgssslgl}:?oﬁﬁ Tender for project | tender for the
EIA process P - 4 3 4 | 48 and supply of project and 3 2 2 |12
incorporation of !
A technology delivery of the
objections X
technological part
Tenders for the
processing of Delay of the 3. Tenders Tender for Delay of the
construction tender for project 3 3 4 | 36 ' complex tender for the 3 2 2 |12
project documentation construction project
documentation
Documentation for | Delay in Tender for the zﬁlé?r 'f':):r;f]e
territorial documentation 3 2 2|12 supply of suonly of 3 2 2 |12
proceedings evaluation machinery pPly
machinery
. Delay in the .
L Prolef:t Documentation for | evaluation of Realization of Co_ns.trucnon
preparation . . . 3 2 2 |12 - activity of the 4 2 2 | 16
building permits documentation for construction R
S h project
building permits
. Realization of Delay of the
. Delay in the project tender project
Documentation for | evaluation of . .
; . 3 2 2 |12 4. documentation documentation 2 2 2 8
the construction documentation for . . - . -
; Technological | and installation of | and installation of
the construction
and technology. technology.
construction Delivery of
- Opposition to area . machinery
Treorégg(;liil s territorial 3 2 2 |12 zzlclxiergrm according to the 2 2 2 8
p 9 proceedings Y competed
conditions

Building permit

Refusal of a
building permit

Human resources

Human resources
for project
operation

2. Project
financing

Applications for
grants from the
EU and the Czech
Republic

Subsidy support
from EU and
Czech programs

Project loan

Obtaining loans
from commercial
banks

5 1 1 5

5. Area of
operation

Test operation

Test operation of
the technology

Full operation

Full operation of
the technology

1 1 1 1

Due to the scope of the contribution, only one source of risk from each group of activities is
described. In the area of Project preparation, the riskiest process appears to be the EIA with 48
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points after the PNH risk analysis, according to the expert group. Project financing is a type of
activity in which the expert team finds the riskiest financing the one from the EU and Czech
programs, with 10 points. Risks for tenders are identically evaluated as a risk activity using the
PNH method with a result of 12 points. As this is a project financed from public funds, the tenders
are required by the legislation of the Czech Republic. The performed analysis defined a significant
source of risk in the type of activity Technological and construction area, specifically Realization of
construction with 16 points. It is a complete realization of complex construction and all
construction activities related to the construction. The Area of operation is the last type of activity
of the entire project implementation. The Test operation of the technology is not assessed as risky,
because the results of the test operation will be reflected in the setting of parameters for real
operation in the future.

6. Suggestions and recommendations

Based on the performed analysis, the basic types of activities and related risks were identified. This
result is based on defined steps and objectified by the evaluation of the expert group. Subsequently,
the situation can be further specified and measures to eliminate risks can be proposed. The
submitted proposals and recommendations can be an inspiration for projects of a similar scale.
Suggestions and recommendations in individual areas are shown in Table 3.

Tab. 3 Areas of proposal and recommendations resulting from the analysis

Technological and
construction area

Realization of

Preparation Financing Tenders Area of operation

Ensuring ongoing
communication with
stakeholders

Ensuring that the
conditions for subsidy
programs are met

Ensuring the support of
the tender administrator

construction and correct
project documentation for
the technology

Correct setting of
processes within the test
operation

There is considerable scope for obstruction, more or less relevant, of individual stakeholders, as
some laws do not define the timing of the processes that need to be implemented in project
preparation activities. Another recommendation is to incorporate the parameters of financing and
construction so that they meet the announced calls of EU and Czech programs as much as possible.
Further co-financing can be provided by the municipalities involved in the project or in the form of
a loan from commercial banks. In the area of tenders, it is important that the possibilities of
administrators of individual processes are used as much as possible. The reason is the transfer of
responsibility in complex processes and the elimination of delays in project work. The same
approach can also be used in the technological and construction part, where it will be important to
have the right conditions set for the implementation of the construction and the supply of
technology for waste treatment. The operational area will be under the direction of the company's
management and correctly defined and set parameters of the test operation can eliminate possible
operational outages in full operation. Outages in live operations would pose financial and
legislative problems for the company and all actors involved in collecting the waste for
incorporation.

7. Conclusion

The aim of the paper was to define the risks and based on the analysis, to propose recommendations
for other entities that would like to build similar facilities. The character of the CEVYKO project is
in the uniqueness of this type of facility in the Czech Republic. The company CEVYKO, a.s.,
which will deal with the implementation, will have to pay attention to the careful and quality
preparation of the project to minimize the risks of construction and subsequent operation of the

187



facility. The implementation of the project is particularly demanding in negotiations with other
partners because it is not only a negotiation based on market mechanisms, but to a significant extent
the project will also be influenced by municipal policy.

The analytical part of the paper specifies the risks of the project and their importance using a
modified semiquantitative PNH method. Based on the evaluation of the expert team, the EIA
process was identified as one of the main risks of the project. This risk was assessed with a score of
48 points. This process is then continuously followed by other preparatory project activities.
Already during the compilation of the information and material base, this activity was defined as
the most risky. Another significant risk is identified in the Technological and construction area of
the project, namely in the activity Realization of construction with a score of 16 points. Based on
the recommendations of the expert team, the authors defined in the last part of the paper proposals
and recommendations for the implementation of projects of a similar type, size and similar scope of
legislative and investment requirements.
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Abstract

The objective of the KIRAS security research project NutriSafe is to develop and evaluate
Distributed Ledger Technology (DLT) for enhancing the resilience of value chains in the Food
Industry. Different use cases about the application of DLT was dealt with comprehensively. The
focus for Austria was identified mainly in the fields of food security: logistic challenges, disruption
of transfer, processing or packaging, pandemic animal diseases or crop failure due to climatic
change effects. For the German partners, food safety focused on contamination of foodstuff with
germs, diseases or foreign particles that require a retrieval action. In this way, new insights and
training tools are created in cooperation with international practice partners to improve food
security in the course of the upcoming digitalization and to secure the supply in case of emergency.

This paper will give an overview** of the dynamic work in progress of the project and its challenges
by summarizing the findings nearly. Examples will show lessons learned, good practice, but also
challenges and open questions or gaps in the wake of complex crisis scenarios and events as the
still ongoing COVID pandemic, natural or man-made incidents, or criminal acts represent.

1. Introduction

Distributed Ledger Technologies (DLT) such as blockchain, is still a booming topic. Particularly
within the field of Financial or Insurance Technology, multiple successful applications and
implementations are actively used. Nevertheless, a wide range of possibilities for further
application exists to improve complex operations and procedures by the usage of DLT.
Production volumes in the food supply chain have seen a continuous increase over recent years
through digitalization and more efficient processes. The goal of the bilateral, Austrian-German
research project NutriSafe is to closely investigate potentials, risks and impacts of implementing
DLT on the resilience of food supply chains and food security in general. Increased occurrences of
natural hazards, cross border crises, accidents, human errors as well as criminal activities, terrorism
and security issues in information technology put food operations and related critical infrastructure
at risk, resulting in a direct impact on food security for the public. Due to the pertinence of food
industry and the consequent supply chain, possible impacts of innovative technology have to be
considered. As shown in pilot projects by major industry players (e.g. Walmart, Maersk),
improving traceability of good flows in complex food supply chains is of great importance.

With DLT, processing steps and actors in the supply chain can be identified more easily.
Additionally, DLT allows supply chains to secure operations if IT security of critical production or
Enterprise Resource Planning (ERP) systems are not guaranteed. To achieve such benefits,
innovative approaches to evaluate and develop DLT for applications in food industry are required.

NutriSafe identified highly relevant use cases and studied the impact of DLT implementation in the
food industry, e.g. countering shortcomings of packaging material, dairy plant failure, animal
diseases, crop failures, contamination of food products, transport disruptions, which have direct
consequences on food supply and security. Developed methods and solution procedures were tested
and evaluated together with decision-makers and industry. A serious game for training activities
and major insights were developed to improve food safety and security of supply in crisis settings.

14 The basis of this paper is enhanced, already published material and updated information. Sources are mainly
Kummer et al. (2020), Kummer et al. (2021) and internal project descriptions and information material.
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2. Methodology and selection of the use cases

The NutriSafe research project analysed and represented the value chains of three selected use cases
(pork, drinking milk and table potatoes for human consumption). The examples were represented
by using the method of business process modelling and notation (BPMN 2.0). Subsequently, the
security properties and risks in the value chain of these models were examined. This document
serves to present these three scenarios as well as a description of the identified critical nodes.
Firstly, it discusses the methods used to determine the use cases and then the exact scenarios and
their preparation. The focus was set on selecting foods that have an important influence on the
supply chain as staple foods. In the first step, it was decided to look at one plant product and two
animal products, resulting in defining drinking milk, pork and the table potato as use cases. The
decision-making basis for drinking milk and pork is based on the fact that the products have to be
utilised, transported and consumed in very short periods of time. The table potato, on the other
hand, can be stored for more than half a year under optimal process conditions and is therefore one
of the most important staple foods globally. After the definition of the use cases, the system
boundaries for the business process modelling had to be drawn. In order to support the modelling,
interviews were conducted with actors in the value chain of the respective use cases.

3. Short introduction of the NutriSafe Use Cases

3.1. NutriSafe Use Case: Pork

The system boundaries of the pork use case were defined with the birth of the animals and the
classification of the meat within the framework of the rough cutting. Upstream and downstream
areas such as feed production and further processing of the meat were not included in the business
process modelling. The material flow of pork can be divided into seven processes: breeding, piglet
rearing, fattening, transport, slaughter and ongoing controls and monitoring. The seventh process is
the link between the specialised rearing and fattening operations, which are referred to as closed
and combined operations (figure 1). On “closed farms”, all work steps take place in one farm, from
breeding to piglet rearing to fattening. “Combined farms” obtain the breeding animals from a
specialised breeding farm. The process in a combined farm for piglet production starts with the
birth of the piglets and ends with the weaning of the piglets. A “subsequent” farm would be the
piglet-rearing farm, which also raises the piglets after weaning. These then either go on to fattening
or become breeding stock in the reproductive cycle.
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Figure 1 Material flow of pork, overview of operating types (modified Berner, 2020)

During the fattening phase, the animals are checked daily until they are taken to the slaughterhouse.
Before slaughter, an ante-mortem inspection and after slaughter a post-mortem inspection are
carried out by a veterinarian. Here, specified data must be recorded and samples taken for
examination. Afterwards, a classification of the slaughtered meat and further examination of the
meat is carried out, which is done by sworn, independent classifiers of the OFK (Osterreichische
Fleischkontrolle GmbH). Figure 1 shows an over-view of operating types in pork production as a
schematic example.

3.2. NutriSafe Use Case: Milk

The value chain from the farm to the food retailer for milk was also analysed. Feed production for
dairy cows was not taken into account, due to the inherent complexity of this topic. The processes
examine the path that the milk takes through various nodes of the value chain and are divided
accordingly: farm (milk production farm), transport, collection point, dairy and point of sale.

Starting with milking, the milk must then be stored cooled in a milk tank on the farm in order to
limit germ multiplication until the milk collection truck (Troger, 2003) picks it up. If direct
marketing is chosen as the sales channel, further processing and sale takes place ex farm. In 2017,
3.07% of raw milk production was used for own consumption or sold directly from the farm as part
of direct marketing (Statistik Austria, 2018). Due to this low share, direct marketing is not
considered further in the ongoing description of the milk value chain.

Another marketing channel is the sale via a dairy. Usually, milk is collected from the farm by a
milk collection truck and delivered to the dairies. Alternatively, the milk can be transported to a
milk collection point beforehand (usually for small production volumes). Before filling up at the
dairy, the driver of the milk truck must register. This automatically transfers the results of the
inhibitor sample and the temperature of the milk. If contamination is detected during this process,
refuelling is not possible (Lehner, 2019). In the dairy, depending on the production process, critical
control points are to be defined by the producer, which are to be monitored by continuous self-
monitoring. The produced milk is routinely subjected to microbial testing. If the results do not
comply with the regulations, the delivered batches must be recalled and the competent authority
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informed immediately (Gerhard, 2016). In this scenario, the value chain ends when the milk packs
are delivered from the fresh food warehouses to the food retail outlets.

3.3. NutriSafe Use Case: Potatoes

In the third use case, the value chain of the table potato from the farmer to the supermarket shelf is
considered. The necessary steps that have to happen before the potato is planted are not considered
in this model. The appropriate framework conditions (temperature, condition of the soil,
precipitation...) that are necessary to plant potatoes are assumed to be given. The material flow
looks at the path the potato takes through the different stations of the supply chain. It is subdivided
according to the actors who are part of this value chain. The material flow is intended to provide an
overview of the tasks that have to be carried out for the product potato. The steps of planting, care
during growth, tuber sampling, pre-harvest measures, harvest and transportation of potatoes to the
storage are handled by the farmer. There are three options after harvesting:

e The potatoes do not meet quality requirements and cannot be marketed as food. They can
still be used in animal feed or a biogas plant. The potatoes are no longer part of the value
chain.

e Either early table potatoes were grown for immediate consumption or tubers show damage
making them unsuitable for storage and thus are processed and sold immediately after
harvest.

e Potatoes that are suitable for long-term storage are either stored on the farm or externally.

Farmers usually have warehouses with the capacity to store a year's harvest. In the course of the
winter, they are delivered to the packing centres. The packing centres are companies that buy, store
and/or process and resell goods. The packing stations handle all production steps up to the sale,
along with commissioning and transport. This includes professional long-term storage, preparation
before sale (sorting, washing, polishing) and packaging of the table potatoes.

4. Summary of critical processes

4.1. Pork

In the pork value chain, critical structures occur at each process step. Due to the crisis potential, the
occurrence of African swine fever (ASF) in all above mentioned processes is possible and various
options where ASF can occur will be considered. In this respect, rendering plants represent a
bottleneck resource due to limited capacities. It is to be analysed how the disease spreads and,
furthermore, whether and when food supply shortages may occur. The handling of ASF was
presented in a business process modelling. This contains all measures in chronological order at
operational and official level. It also includes legal obligations, deadlines and actions. Main
processes of ASF outbreaks are supported by the sub-processes: epidemiological investigations,
culling, measures against vectors, derogation Slaughter ban, and closure investigations.

The COVID-19 pandemic has also shown that agricultural production and downstream processing
operations rely heavily on labour from abroad. The availability of this labour has been severely
limited at times by border closures and travel restrictions. Compensation with domestic labour is
only possible to a limited extent, as the necessary qualifications and physical prerequisites are
usually not available. Another consideration that resulted from the research activity is the
dependence on feed imports. More than half of the soy imports are fed to Austrian pigs (Land
schafft Leben, 2021). The majority of the imports come from North and South America and are
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therefore, transported over long distances. The pig farmer produces the remaining components of
the feed entirely in Austria, mostly directly.

4.2. Milk

At the farm site, milking and milk storage were identified as critical processes in terms of hygiene
regulations and temperature specifications. EU Regulation VO (EG) 853/2004, with specific
hygiene regulations for food of animal origin, does not specify a legally regulated maximum
storage period, provided that the quality parameters and temperature conditions are complied with.

Nevertheless, it was found that even in the event of failure of the automated milking systems (in
Austria only 3% of the production), the cooling in the milk tanks or if cell counts are exceeded in
several batches, the supply of raw milk in Austria is covered by surplus quantities. In the further
processing of this use case, raw milk production and availability is therefore, not considered a
critical process. The market supply of carriers who carry out milk collection transports is seen as
highly concentrated by the interview partners. In the further course of the project, milk collection
transports are seen as a bottleneck resource with a high crisis potential. Packaging material is seen
as another bottleneck resource. The system of delivery to the dairies is based on "just in time"
planning. If disruptions were to occur in a packaging plant, the packaging in storage at the dairies
would not be sufficient to fill all the milk. This would then have to be processed elsewhere or
destroyed. In the further course, the dairy node is seen as a critical point where total breakdowns or
restricted operations can occur due to crises.

The possible triggers of these crises can be manifold and are not defined more precisely. The
consideration of failures and disruptions on the main traffic routes will represent a possible crisis
scenario in all use cases.

4.3. Potatoes

Contrasting the use cases for pork and drinking milk, the crisis scenarios chosen for potatoes focus
on long-term changes. Developments due to climate change cannot be fully assessed yet, but an
increase in pests and dry periods is predicted. The preventive handling of such crisis scenarios
should help to be able to react to high quality losses or increased crop failures and thus continue to
guarantee food supply security. There are some influences that have negative impact on the quality
of crop as well as the quantity of the harvest. Processes such as climate change, changes in
precipitation, pest pressure are very slowly progressing and difficult to measure. Therefore, they
cannot be examined in detail in this project. Nevertheless, it is assumed that the combination of
several such restrictive events will become more likely in the future. Therefore, it will be analysed
how harvest volumes, quality and consequently stocks change when high losses are expected.

5. Potential of DLT implementation

In the case of pork, the implementation of a DLT should contribute to keeping the transmission
paths as small as possible in the next step, based on the described crisis case ASF. By means of
tracking, sick pigs are to be traced quickly and efficiently and all their intersections with potential
vectors such as transporters and personnel are to be identified. In this way, it will be analysed
whether and to what extent a DLT can limit the spread of ASF and contribute to efficient control. In
addition, the remaining capacities of both the non-infected farms and the rendering plants can be
estimated on the basis of the recorded quantities in the DLT.

Independent from the specific crisis situation under consideration, the use case of drinking milk
will be examined to see to what extent distributed ledger technology (DLT) can contribute to a
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faster solution and more efficient distribution of resources. DLT is to be used in particular for
quantity logging, to plan the handling of bottleneck resources more precisely and, if necessary, to
control the internal quantity flows in the event of a crisis. For food provision in general, DLT can
be used as a supporting tool for recording stock levels and their quality. It can be used to find out
how long the Austrian stocks will last in order to balance the stock with imports in time. The
quality of the tubers is decisive for their storage period. The fact that the qualities can be recorded
in the DLT makes it possible to plan the stocks more precisely.

6. Challenges and open questions

Factors such as global trade, increasingly complex interactions in supply chains and also
increasingly complex disruptions and crisis situations that have to be considered, request a high
level of stability, quality assurance and documentation for consumer safety and security of
production and distribution lines. As there are many persons on different levels and steps involved
the risk of human error has to be considered, as it will influence the quality of the whole chain of
data. On the interface between industry and nature as in the case of ASF standard models like DLT
try to compete with and control a chaotic natural system, which is quite a challenge. To integrate
relevant data in the DLT along the chain is a challenge, less in agriculture, as technical
advancement is present there already, but more in wildlife and hunters, which plays a role in ASF.

7. Approaches in the NutriSafe project and solution paths

In the course of the NutriSafe project, the research focused on the use cases of milk, potato and
pork as foodstuff identified as highly relevant but also representative and additive examples of
supply chain elements. Regarding the examples it was verified, that a frictionless and stable
documentation of quality parameters and related data is key for a secure and resilient food supply
chain. Although technology is already in place in food industry, a cross-sectoral and cross border,
timely exchange of data is sti